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Welcome 
 

Welcome to the Pilot4HWID workshop on pilot implementation for testing human-work interaction 
designs. These workshop proceedings contain the eleven papers presented at the workshop. The 
copyright to the papers remains with their authors. 

Pilot implementations are field tests of properly engineered, yet unfinished, systems. In contrast to lab 
tests, the users in a pilot implementation use the system for performing real work. In contrast to full-
scale implementations, the objective of a pilot implementation is to learn. The Pilot4HWID workshop 
aims to (a) help mature this technique for evaluating human-work interaction designs during the process 
of their development and implementation, (b) collect case studies that analyze experiences with 
conducting and learning from pilot implementations, and (c) formulate a research agenda for future 
work on pilot implementations – addressing their strengths, limitations, conduct, and impact. Further 
information about the workshop is available in the workshop description (Hertzum et al., 2021), which 
is part of the INTERACT2021 proceedings. 

The workshop is organized by Working Group 6 – Human Work Interaction Design – under IFIP TC13 
(https://hwid.unibs.it/). The organizers are  
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Dropping a bomb or providing a gentle loving touch? 

Towards a relation artefact theory of pilot 

implementation 
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Abstract. This position paper is about socio-technical interventions in pilot im-

plementation contexts. It argues that human work interaction design provides 

massive push towards such interventions. It does so through theorizing the con-

tinuous relation-building between empirical work analysis and interaction de-

sign activities that creates new local solutions for the stakeholders involved. 

The question is how hard of soft that this push should be.  

Keywords: Sociotechnical user experiences, digital work legacy, interaction 

design interoperability, human work interaction design 

1 Introduction 

This paper is about pilot implementation understood as socio-technical interventions 

in organizational and wider contexts. Pilot implementation is a notion that stems from 

IT health research [2] and thus allude to medical science epistemology of ‘effect’-

driven intervention [9]. Today it is however a broader concept that captures the mo-

ment in design when the wider organizational and beyond context is involved in the 

design [7,8,16,20] and has recently been established as (part of) ‘organizational im-

plementation’ that aims at organizational change [6]. 

This paper argues that human work interaction design (HWID) approach provides 

massive push towards such interventions, through the continuous relations-building 

between empirical work analysis and interaction design activities that creates new 

local solutions for the stakeholders involved. How hard should this push be: should 

pilot implementation be as dropping a bomb or providing a gentle loving touch? 

2 Pilot implementation as a movement from the technical 

towards the social 

Socio-technical HCI design approaches can be used for different directions of socio-

technical interventions. Sometimes technology is assumed to lead to social changes, 

(e.g., [12]), sometimes social changes are assumed to change technology, (e.g., [19]. 
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For example, the practice based computing approach [22] is mostly interested in the 

empirical effects of new technology such as ongoing work interaction design for 

learning and development, while the experience design approach [5] build on theoret-

ical knowledge about human psychology to come up with novel interaction designs. 

The HWID platform (e.g., this workshop) support any of the directions for socio-

technical interventions. However, the HWID platform is very focused on the socio-

technical relations themselves.  

A socio-technical approach to human-automation collaboration would take partici-

patory and co-design approaches seriously across HCI, CSCW, IS, UI engineering, 

and technical psychology, and all the way through the lifecycle of an artefact. A re-

quirement to begin doing that is to have an open mind about how to link the social 

and the technical also when it comes to pilot implementation.  

3 HWID Relation Artefacts 

HWID relation artefacts are simply IT artefacts that relates empirical work analysis 

and interaction design (Clemmensen, in preparation). They are different from ‘rela-

tional artefacts’, that is, social robots [21] and other anthropomorphic interfaces, 

which are things that people relate to. HWID relation artefacts relate the work analy-

sis with the interaction design. Furthermore, HWID relation artefacts may impose a 

certain order in time and space of the design. In this paper, the relation artefacts are: 

interaction interoperability checkups, digital legacy interventions, and organizational 

strategy alignments, Fig. 1. They present a move from the technical to the social.  

 

Fig. 1. Relation artefacts for socio-technical interventions 

The following proposed relation artefacts for interventions begins with the technical 

interaction designs and moving towards organizational and social interventions in 

workplaces.  

Interaction interoperability checkups. Interaction interoperability checkups are 

relation artefacts that aim to increase the UX related to interoperability of interaction 

designs. The interoperability of interaction designs has been studied as continuity in 

interaction 
interoperability 

checks

digital legacy interventions

organisational strategy 
alignment
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multi-device interactions where interactions move, or transition, from one device to 

another. A first checkup on the interoperability of novel interaction designs may focus 

on UX of sequential multi-device use. [18]. Second, interoperability has been studied 

as socio-technical interoperability of HCI in work domains with multiple workers and 

multiple devices collaborating. Kwon et al. [14] suggested that socio-technical in-

teroperability of HCI in work domains concerns (1) sharedness, (2) readiness, (3) 

awareness, (4) adaptiveness, and (5) coupledness of the multiple workers and multiple 

devices collaborating.  To assess these dimensions would be a second checkup. Third, 

cross-validations of the proposed solution’s interoperability could be done by evaluat-

ing it in the lab, the field, and the gallery [13], which all may contribute to increases 

in novel knowledge and confidence in the interoperability checks of the novel interac-

tion designs. When doing interaction interoperability checks and other design inter-

ventions not any single of the three evaluation approaches are the correct one, all 

should probably be used in a triangulation manner. 

Digital legacy interventions. Digital legacy interventions are socio-technical inter-

ventions that in some way change (improve, hopefully) the proposed interaction de-

signs relation to the organization’s legacy systems, for example by increasing their 

UX. To do this requires reconceptualizing what we mean by organizational legacy 

systems and what are interaction designs for digital legacy. It raises questions such as 

how employees’ experience their organization’s business-critical but obsolete sys-

tems, and what can employees do about their own digital legacy in their organization. 

The socio-technical view of UX of legacy systems is then that they are socio-technical 

systems that are technically and/or socially obsolete, old, and need lots of mainte-

nance, but solve problems for organizations and meet individual employees’ needs 

[11]. Creating new relations between work/organization analysis and interaction de-

sign is what solves legacy issues, not simply software modernization. Furthermore, 

employee’s digital legacy is from a HWID perspective central for digital legacy inter-

ventions. Users’ digital legacy can be defined as “the meaningful and complex way in 

which information, values, and possessions are passed on to others” [4]. Employees 

could benefit from organizational owned add-ons, plugins, and data scrapers that 

could support doing legitimate extracting from organizational storage and other places 

where employees generate and collect personal digital data and support them in trans-

ferring their digital legacy to private storage or to their next employers’ storages.  

Organizational strategy alignments. A factor for successful organizations is the 

close linkage of the IT strategy and business strategy [1]. Strategy as practice [10] 

tells that it is important how management practices are used to put strategy into prac-

tice. Pilot implementation thus should entail relation artefacts that are about morphing 

interaction design for human work morphed into organizational strategies, for exam-

ple by aligning the organizational UX culture with the business and organizational 

goals. The activities that IT managers engage in to ensure they are in the room when 

important business decisions about product direction and business strategy are made 

have been identified by UX leaders from industry and by researchers [3,15]. The ac-
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tivities include broader questions of developing and managing a UX culture in the 

organization. UX leaders see UX strategy at the corporate level as being about that the 

UX team are aligned with the overall goals and objectives of the business. They aim 

to shape the strategic plans, operational needs, and interdependencies between their 

own organization and the rest of the company, to and to increase UX team’s effec-

tiveness and synergies with other business functions. They see UX strategy at the 

level of a business unit as being about plans for delivering products, systems, or ser-

vices that offers a high value to customers, and differentiates the company’s brand. 

However, this requires multiple parts of the organizations to be involved [15]. Thus, 

UX strategy alignment has to be done within a UX organizational culture that can 

support the strategy and make it realistic and ensure it has an impact on company 

outcomes [3]. 

4 Dropping a bomb or providing a gentle loving touch? 

Fig. 2. Decision rules in adaptive interventions in socio-technical design. The sequence is con-

tinued with relation artefacts type intervention c, and repeated as long as it takes to reach clo-

sure with type intervention c. Adapted from [17]. 

In HWID, like in most HCI design, evaluations are most of the time formative evalua-

tion with the purpose of improving the design. This implies that there is a systematic 

and sequential overlap between construction and evaluation/ intervention activities. In 

HWID pilot implementation the sequence of artefact designs/actions and evaluations 

thereof can perhaps be conceptualized as an ‘adaptive intervention’. Adaptive inter-

vention is a method proposed in psychology to allow greater individualization and 

adaptation of intervention options (i.e., intervention type and/or strength) over time 

[17]. Adaptive interventions in socio-technical design are thus a string of different 

relation artefacts that are evaluated to adapt to workers’ and organizations’ character-

istics and changing needs over time, with the general aim to optimize the long-term 

effectiveness of the overall socio-technical intervention. Fig. 2 shows how decision 

rules can be used to operationalize adaptive interventions with relation artefacts. 

In conclusion, this paper’s answer to the title question is to do pilot implementation 

with adaptive interventions, which is perhaps closer to the gentle loving touch than to 

dropping a bomb. Secondly, the paper proposes the following: (1) HWID relation 

artefacts, (2) a movement from the technical to the social, and (3) the notion of adap-

tive interventions, as possible elements towards a theory of pilot implementation as 

relation artefacts used for adaptive sociotechnical HCI design interventions.   

First-stage intervention = {relation artefact type intervention a}  

IF evaluation = {nonresponse}  

THEN second-stage intervention = {intensify relation artefact type interven-

tion a}   

ELSE IF evaluation = {response}  

THEN at second stage = {continue with relation artefact type intervention b} 
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Abstract. In this paper, we propose a prototype design for manifold 

refinement to fine grained text-to-image generation by using Attentional 

Generative Adversarial Networks. We concentrate on creating realistic 

images from text descriptions. We have used a collection of Attentional 

Generative Adversarial Network layers that are able to correctly select the 

modal meaning at the word-level and sentence-level. Generative Adversarial 

Networks (GANs) prove to be fundamental structure for many design 

applications from Game design, Art, Science and Modelling applications. 

Our prototype is easy to implement and practical; choosing the most relevant 

word vectors and using those vectors to generate related image sub-regions. 

With due consideration to findings of usability testing, the develpment team 

in future iterations of the application, hopes to improve the generated image 

resolution. They plan to provide a choice for created variety of images with 

further improvements to the image generation algorithm. 

Keywords: GAN, Text-to-Image Synthesis, Artificial Intelligence, Artificial 

Neural Networks, DAMSM, Attentional Generative Adversarial Networks. 

1 Introduction 

The objective of the research work was to use Generative Adversial Networks 

(GAN) to create photorealistic images based on text descriptions provided by the 

user. Understanding the relationship between visual information and natural 

languages is a critical first step toward Artificial Intelligence. Although GAN has 

had impressive results over the years, it still lacks the ability to intelligently select 

the modal meaning at the word-level and sentence-level[3]. To solve this issue, we 

propose the use of Attentional Generative Adversarial Networks(AttnGAN) which 

provides a manifold refinement to fine grained text-to-image generation process. 

 

Automatic generation of image designs based on natural language descriptions is a 

primary task in many domains, including art generation, design industry and 

computer-aided design. It also propels research in multimodal learning and 

inference through vision and language, which has been one of the most active 

research fields in recent years[3]. The use of AttnGAN for automatic generation of 
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images will help image designers to instantly create highly compelling 

imagedesigns as per their preference ranging from musicalbum covers, room 

interior designs, game posters and will solve their distress of designing an image by 

hand or using computer-aided designing (CAD) software, which usually consumes 

quite a few productive hours out of their day and many times the users are not 

always fully satisfied with their image design. 

2  Literature Review 

In the literature review, following interesting papers were studied to get useful 

insights into the doamin.  

In the first paper, Xu et al. built a attentional generative network for the AttnGAN 

to use in a multi-stage cycle to produce high-quality images[3]. Their AttnGAN 

outperformed many previous GAN models, increasing the highest observed 

inception performance on the Caltech-University of California San Diego(UCSD) 

Birds dataset by 14.14 percent. Their attention-driven image-text matching score 

helped them to assess the similarity of an image-sentence pair based on an attention 

model between the image and the text. 

 

In another paper, Zhu et al. proposed an approach a dynamic memory module to 

optimise the fuzzy image contents, where the initial images are not well generated 

[4]. Their technique involved choosing the important text information based on the 

initial image material allowed their application to produce images accurately from 

the text definition. 

 
In the next paper, Lee et al. proposed a framework to solve two fundamental 

concerns in GANs - catastrophic forgetting of the discriminator and mode collapse 

of the generator[5]. The team achieved this by using GANs for contrastive learning 

and information maximization approach to understand the source for improvements. 

Using this framework, the team was able to improve the stability while training the 

GAN and improving GAN performance over the test dataset. 

3 Research Methodlogy 

3.1  Application Design 

 
Our proposed implementation methodology is to train a convolutional neural 

network(CNN) trained on text features encoded by a text-encoder which provides 

sentence-level and individual word-level features. Both the generator network G 

and the discriminator network D perform feed-forward inference training on the text 
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features provided by the text-encoder and output a photo-realistic image as output 

of the network. The proposed Attentional Generative Adversarial Network 

(AttnGAN) constitues of two neoteric units: the attentional generative network and 

the deep attentional multimodal similarity model. To understand the details of the 

text-to-image generation process, the application architecture of AttnGAN is shown 

in the Fig.1 below. 

 

 
 

Fig. 1. AttnGAN application architecture [3] 

 

3.2  Attentional Generative Network 

 
Current GAN-based models for text-to-image generation usually encode the entire 

sentence-text definition into a single vector as the condition for image generation, 

but lack fine-grained word-level detail[3]. We propose to draw all the different 

image sub-regions, based on keywords that are most important to each suchsub-

regions. With reference to Fig.1. above, the proposed attentional generative network 

has m generators(G0,G1, ...,Gm−1), which take the hidden states(h0, h1, ..., hm−1) 

as input and generate images of small-to-large resolutions(ˆx0, ˆx1, ..., ˆxm−1). 

Here, z is often a noise vector taken from a normal standard distribution. ē is a vector 

of a global sentence, e is the module of vectors of words. The attention model is 

given the word features and image features as an input from the preceding hidden 

layer and then we compute a word-context vector for each image sub-region 

depending on its hidden features. To get the final realistic image design after 

multiple iterations, the final function of attentional generative network generates a 

balance of two expressions: Firstly, GAN loss where the unconditional loss decides 

whether the image is realistic or fake and the conditional loss determines whether 

or not the image and the text description fit. Second, the Deep Attentional 

Multimodal Similarity Model(DAMSM) computed image-text matching loss, 

which will be detailed in the following section.  
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3.3 Deep Attentional Multimodal Similarity Model 

 

The DAMSM employs artificial neural networks that map image sub-regions with 

word features in the sentence to a shared space, which helps in measuring text-

image similarity at the individual word-level to compute the loss for image 

generation. The DAMSM loss matches the complete image with a sequence of 

words forming the text description. 

 

3.4 Evaluation Metrics 

 

Since the inception score cannot on its own indicate whether the produced picture 

is well dependent on the provided text description, we suggest that we employ R-

precision as a supplemental evaluation metric for text-to-image synthesization. We 

find the first R relevant images related to the query, then we test the top results of 

the relevant images and then we find that r images are actually relevant and hence 

we calculate the R-precision as r/R. To extract the global vectors from the produced 

pictures and the provided text descriptions, first the image and text encoders learnt 

in our DAMSM are used. Then, similarities between global vectors of images and 

global text vectors are calculated. Finally, for each picture we classify candidate 

text descriptions with decreasing similarity and find the top r descriptions of R-

precision calculations. 

4  Usability Testing 

Usability testing is performed to capture the user experience of the AttnGAN-the 

developed application prototype with its users and to get the suggestions for 

effective application design of next version. Due to pandemic situation in India, the 

development team created a questionnaire to collect the user’s quantitative 

responses using the Likert scale [8]. Different types of users including game 

designers, art designers, computer aided design(CAD) designers, albumcover 

designers and interior designers were provided with the online application and were 

asked their response/feedback about the quality, quantity of the generated image, 

their opinion on using artificial intelligence for image designing along with their 

suggestions for further improvement in the designed proptotype. About 11 users 

including 8 male and 3 female users were involved in this pilot testing [7]. 

The responses received in this pilot testing showed that the respondent users were 

satisfied with the image generated from the AttnGAN project. About 80% of the 

respondents were keen on using the application in future to assist their domains and 

would also recommend it to their peers. Although many of the respondents were 

happy with the quality of the generated image, they implored that an improvement 

in the quality/resolution of images would help them even more with their designs. 

There were mixed opinions with the variety of images that the application provided 

as each image provided a distinct design which some users preferred while the 
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others deferred. They appealed for the option to choose between the generated 

variety of images. As the prototype aims to cover varied domains like CAD image 

generation, musicalbum cover generation, the users felt the necessity for the 

prototype to be explored more with other domains other than bird images to satisfy 

their need for this prototype. Almost everyone agreed on the fact that artificially 

generated images acted as a satisfactory base for designers to further build their 

design upon. 

 

Fig. 2. Results of trained AttnGAN model 

 

5         Results and Conclusion 

 
We have compared the prototype AttnGAN's findings with its previous generated 

images to help explain what it has learned. The model reported an inception score 

of 12.80 and a R-precision score of 72.88% on the Caltech-University of California 

San Diego Birds(CUB) dataset which measured the quality and the variance in the 

generated image design. The initial phase of prototype emphasizes on the shape and 

the color of the object and then allocates the attention to the key features of the text 

descriptions. With the inputs from pilot testing learned that the users were content 

with the generated image and stated they would use it as a base to their designs if 

given the option to choose between the generated images and if the prototype is 

further improved on other image domains. 

 

In this paper, we proposed the prototype AttnGAN for photo realistic text-to-image 

synthesis. We introduced a deep attentional multimodal similarity model to 

compute the text-image matching loss for training the generator of the AttnGAN. 

Experimental results clearly depicts the importance of the proposed model for text-

to-image generation in ever-growing fields of science, art and design. During the 
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experiment, we observed that the size of training group with standard increase (flip, 

rotation, scale) increased, training outcomes improved up to a certain amount with 

the help of  increased data which significantly improves the image generation 

algorithm. However, due to CPU and GPU limitations the current system consisted 

of only 3 hidden layers and trained on around 1204 images from the dataset and the 

resolution set to 256x256 in resolution. In future, the developer team plans to work 

on the learning from the user experience of pilot testing to improve resolution of 

generated image from the prototype in order to assist the designers with higher 

quality images and to scale the images to a higher resolution. They also plan to add 

an option for the users to choose between the varied image designs generated from 

the application over multiple domains. 
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Abstract. Hate Speech and hateful content is a major problem on digital 
platforms. The ever increasing amount of content posted daily on social 
media has led to an excessive amount of digital hate being spread in the 
form of posts, images and comments. The proposed system is developed 
in order to act as a tool for determining if a particular social media post is 
hateful and is aimed to aid any benign social media user who has been 
affected by hate speech and wants to report it. The proposed system uses 
a multimodal artificial intelligence based approach by classifying 
different formats of posts, i.e., images and comments or captions 
separately. Ensemble convolutional neural network architecture is used 
for this classification, thus, proving to be a strong tool for finding 
evidence of any prevalent hates speech. This system is tested using the 
Likert scale for its user interface, accuracy and utility. Based on the result 
this paper proposes a prototype design of a web application, which can be 
used for hateful content detection.  

Keywords: Hate Speech, classification, convolutional neural networks, ensemble, 
multimodal, and interface.  

1 Introduction  

Social media is an extremely fast mechanism to spread information. 
With the increasing amount of social media usage, millions of users are 
sharing photos, posts and reviews everyday. While social media is a 
really effective tool, it has also become a channel for quick and 
aggressive spread of hatred among different communities. Mitigation of 
hate speech using Artificial Intelligence (AI) complimenting the laws of 
a country like India can help bolster safer social media platforms [1]. A 
majority of the young population is affected by offensive content online, 
which mainly includes teens [2]. Potential threats to teenagers and 
adolescents include exposure to inappropriate content, online abuse and 
cyber bullying [3]. Managing and curbing the spread of hateful content 
through social media is the need of the hour in this digital world. 
However, detecting hateful content is not deterministic in nature. The 
main reason behind this is that hateful content is extremely subjective. It 
is dependent on the context and community being addressed at hand.  
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The subjective nature of offensive content on social media has 
made it very difficult for autonomous intelligent systems to detect it [4]. 
Many existing content filtering algorithms and systems use post tagging 
and sentiment analysis based approaches to detect hate speech. Hateful 
content is not just in the form of text, but also images and text embedded 
in images (memes). The proposed system aims to incorporate all of these 
aspects into the web application and develop a suitable methodology to 
detect hateful content and possibly report it. It uses a hateful content 
detection engine which is trained on multiple hate speech tagged 
comments and other textual format using data from Twitter and 
Facebook. The engine also includes a model trained on violent images to 
detect any image, which is potentially offensive or inappropriate.  

 
The focus of the proposed web application is to provide utility 

to users who want to report hateful content and need evidence for the 
same. The target user group for this system includes:  

1. Victims of social media hatred,  
2. Respondents, i.e., users who have been provoked by or 

responded aggressively to hateful content,  
3. Blog or small social media forum owners.  
 
The victims of social media hatred often find it difficult to report 

hateful content. Social media aggression due to online hate is another 
important issue at hand, which needs to be restrained. Blog owners, too, 
need to rely on third party content filtering mechanisms. The application 
will be tested for its accuracy and utility value taking the above user 
group into consideration. Thus, the robustness of the system will also be 
tested. Since the target user group involves a wide variety of users, 
feedback will be taken on the design using the Likert Scale [9] and 
suggested improvements will be incorporated into the final prototype.  

2 Related Work  

When dealing with the detection and classification of hate speech a lot of 
problems would arise, that is if the speech is universally accepted hateful 
or not handling bias, or dealing with unbalanced data [1]. To classify 
hate speech, language and words are necessary. Researchers have 
deployed a wide range of more sophisticated feature representations, 
including word n-grams, syntactic features, and distributional semantics 
[4]. This article within the journal considers the uncertainty; lastly that 
the most effective understanding of Waldron’s argument in his book is 
that hate speech tends to cause damage - a weak sort of the 
consequentialist case for its proscription. His argument isn't advanced by 
his apparent reliance on speech-act theory [5].  
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In the paper, HaterNet, an intelligent system that is presently 
getting used by the Spanish National workplace Against Hate Crimes of 
the Spanish State Secretariat for Security is conferred that identifies and 
monitors the evolution of hate speech in Twitter. The contributions of 
this analysis include many interesting aspects. It introduces the primary 
intelligent system that monitors and visualizes, mistreatment social 
network analysis techniques, hate speech in Social Media and conjointly 
it introduces a completely unique public dataset on hate speech in 
Spanish consisting of 6000 expert-labeled tweets [6]. This article within 
the journal aims to critique and augment posts associated with cyber 
hate. This would be achieved by emphasizing a particular feature of the 
content in contrast to alternative options, like simple access, size of 
audience, and namelessness, which are usually overlooked [7].  

3 System Architecture  

The hateful content detection system is deployed as a web application 
and is intended to be a detection tool for checking if a particular image 
or comment falls into the category of hateful content. This will be 
specifically useful for people who have been affected by hate speech 
and want evidence to report it. The input is taken in the form of text or 
image. This input is forwarded to the hate speech detection engine 
wherein we have used 1-D and 2-D convolutional neural networks for 
image and text classification and the cumulative means of results is 
used for a final classification – Hateful or Safe.  

 

3.1 Inputs To the System  

Since the nature of the proposed system is multimodal, input to 
the application can be given in three ways:  

1. Text (Comments or Posts on Social Media)  
2. Image (Photos from Social Media)  
3. Image with Embedded Text (Memes)  

Based on the type of given input the system either uses pure 
image classification mechanisms, pure text classification mechanisms or 
both, i.e., multimodal classification mechanisms. Prior to classification, 
text needs to be extracted from the image. This is done using optical 
character recognition. The extracted text is cleaned using multiple 
natural language processing techniques before testing it for hateful 
content. Extraction of text from images is done using Optical Character 
Recognition (OCR).  
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Fig. 1. Input Design of the Web Application  

 
 

Fig. 2. Report Design of the Web Application  
 

 
3.2 Detecting Hateful Content using Classification 
Algorithms  

The classification technique follows a multi-modal / ensemble approach. 
In the first stage, images and text are classified separately. We have used 
deep neural networks for classifying text and images since they have 
shown to perform better than most statistical machine learning 
approaches for hate speech detection [5]. For image classification, the 
system uses a 2-D Convolutional Neural Network with 2 convolutional 
layers followed by max pooling layers respectively. This convolutional 
neural network has been trained on 1000 images of potentially hateful 
and non-hateful images. 

 
For detecting hate speech from text, each comment is first 

cleaned, preprocessed and tokenized to make it suitable for 
classification. Social media data contains a lot of unnecessary characters 
and emoticons which are not important when it comes to classification. 
Text preprocessing includes removing these characters, removing stop-
words (a, an, the etc.) and preserving only meaningful words. This text is 
then converted into word vectors using the count vectorisation approach 



 5 

before finally sending it to the hate speech classifier. Text classification 
uses a 1-D convolutional Neural Network with each word represented as 
a 1-dimensional vector [8].  

3.3 Output of the System  

A mean of the individual classification probabilities is calculated and 
used for detection of hateful content. This probability is then converted 
into percentage and the output is given as a report to the user. The report 
contains the percentage of the given input to be hate-speech along with 
the category. The current implementation of our application can 
categorize violence.  

4 Usability Testing  

The proposed system is tested in two phases. In the first phase, users 
testing the system are asked to give different forms of input to the 
system and test its robustness. A diverse group of users - including 
victims or witnesses of hateful content and cyber-bullying have been 
asked to test the system by feeding in different images, posts and 
sentences of hate speech which they had previously encountered. This 
group includes 8 males and 4 females. The average age range is 17-22 
with 2 users above the age of 45 years. They are asked to fill a detailed 
questionnaire, which highlights different aspects of the system including 
design, accuracy of classification and overall user experience. The 
feedback of a preliminary group of 12 users is recorded using ‘Likert 
scale’ [10]. 

 
Current data from the testing suggests that the users found this 

web application prototype to be useful and more than 90% users were 
happy with the UI. About 16% i.e. 2 out of 16 users faced difficulty in 
navigating to the output and these improvements are to be incorporated 
into the system. Another point highlighted after testing is that the 
classification models are susceptible to a high false negative rate. These 
classification models will be re-trained based on the feedback given by 
users. In the second phase, final testing of the pilot implementation [9] 
will be completed before deploying it into production.  

5 Results and Conclusion  

On testing with validation data from the dataset, the image classification 
obtained an accuracy of 75.8%, which is slightly lesser than the training 
accuracy of 87%. The text classification neural network achieved an 
accuracy of 95% on the training data and 92% on the test data. Results 
from usability testing also indicate that the image classification engine is 
biased towards hateful content. The reason for differences in the image 
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and text classification can be attributed to the datasets that both 
classifiers were trained on. We are currently working on developing a 
more generalized and robust classification system. The testing results 
also show that users prefer the design of such apps to be concise and 
simple with minimum amount of navigation to be needed. Color-coding 
of results with percentage of hate speech has also been an effective 
means of displaying the report as tested by the users. The input sections 
for the app can be completely isolated from each other and their 
respective reports can be displayed on a separate page specifically for 
results. This will reduce the number of clicks and make the user 
experience better in the latter versions of this application. The latter 
versions can also feature a more detailed classification report with in-
depth analysis of the given input.  
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Abstract 
Driving is viewed as one of the most complex task, as the driver is involved in 
several other tasks apart from only driving. The primary task which a driver 
should be performing is to safely drive a vehicle and focus on driving only. But, 
there are several secondary tasks which he/she has to perform at the same time. 
For example, handling the steering wheel and operating on the controls 
mounted on dashboard and steering wheel, operating on the pedals (brake, ac-
celerator, and clutch) and at the same time shifting the gears as required, and so 
on. Researcher’s and Scientists found it difficult to model the naturalistic driv-
ing behaviour. In this paper we discuss the need of driver behaviour analysis 
and the method using smart phone sensor data for better visualisation of driving 
behaviour and estimating driver behaviour patterns. 
 
Keywords: Driving behaviour, Fuel Efficiency, Control Area Network (CAN), 
On-Board Diagnostics (OBD), ADAS, SVM, and MLA. 
 

1 Introduction 

Modeling driver behaviour has been the focus of many research studies, either for 
analyzing driving pattern, or awareness for safe driving. The goal of these studies is to 
identify the effect of driving pattern and other affecting driving behaviour through 
their computational model. Considering driving is a complex task characterized by a 
wide variety of inner and outer variables, and it has been proved that the majority of 
road accidents are caused by human faults such as traffic rule violations, distraction, 
inattention, drowsiness, fatigue, etc. Thanks to the progress in data analysis domain 
over the years, it is now possible to explore this area. The development of these ap-
proaches improved the quality of driving pattern and driver behaviour analysis and 
opened the door for new fields of applications [5]. 

 
However, we observed that, there is no standard model proposed in the literature 

and found lack of a unified framework for analyzing driver behaviour. We attempted 
to capture a set of quantitative and qualitative factors that are essential in the analysis 
of driver behaviour. These factors are either driver related, driving events executed, or 
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traffic conditions. These factors are the result of the study and literature survey that 
brings together the purpose of the study using different models, derives the data used, 
and different factors taken into account relative to driver behaviour.  

 
In this paper, we are going to present a literature review, need for driver behaviour 

analysis, methods used for analysis, and the vital inner and outer factors affecting the 
driver behaviour. The remaining of this paper is organized as the following; we firstly 
discuss the research method we followed, then we present the driver behaviour classi-
fication based on smart phone sensor recorded parameters. Later, we introduce the 
experimental setup and the results of our study. 
 

2 Literature Survey 

Driving Behaviour while executing driving events gives the analysis of how he/she is 
driving including aggressively driving by over-speeding, sudden braking, sudden lane 
changing and sharp turning. Monitoring driving is important and necessary as it in-
creases driver performance, efficiency and safety with less fuel consumption and 
servicing costs. It results in safe driving and lesser road accidents. 
 
According to the survey report by Ministry of Petrol and Natural Gas about 70% of 
diesel and 99.6% of petrol are consumed in the transport sector alone. Out of the total 
diesel sale, the highest consumption is by cars, utility vehicles and three wheelers 
[13]. 
 
According to the data available on Open Government Data Platform India or da-
ta.gov.in, there has been a fearful increase in accidental deaths due to cars on Indian 
roads since 2016. In [7] the analysis shows that during the last ten years, deaths and 
injuries on roadways due to driver inattention or as a result of unintended maneuvers 
have increased by 5%. 
 
In [9] how driver behaviour analysis is leading to the increase in the demand for smart 
infrastructure solutions like Connected Vehicle Technology (CVT), Vehicle to Infra-
structure communication (V2I) and enabling the applications with live traffic data, 
and forward collision warning is discussed. The Connected Vehicle Technology will 
make aware the drivers with traffic conditions on the go resulting in safe driving. 
 
The survey results in the need to address the aggressive driving behaviour and road 
rage incidents like speeding in heavy traffic, lane cutting, sudden braking of the driv-
ers during short-term and long-term driving [1]. The efforts to find the risk posed by 
aggressive driving by considering the behavioral and emotional factors of a driver 
will result in decreasing road accidents and frequency of insurance claims. The out-
come of this research would help the motor insurance companies to assess the driving 
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risk more accurately and to propose a solution to calculate the personalized premium 
based on the driving behaviour with most importance towards prevention of risk. 
 
Analysis shows that the distribution of road accidental deaths and injuries in India 
varies according to age, gender, vehicle type and time of the day. Figure 1 presents 
the distribution of causes of road accidents in India. It can be observed that the drivers 
fault is considered to be the most important factor responsible for road accidents. 
Drivers fault resulting in highest of others with 79% of total accidents. Within the 
category of drivers fault, accidents caused due to over speeding, aggressive driving, 
sharp turning accounted for a high share [8]. 
 

 
 

Fig.1 Causes of road accidents 
 
Table 1 gives a summary of research done on driver behaviour classification, the pur-
pose of the research, the data used for the analysis, and the algorithm used for analy-
sis. 
 
Purpose Data Algorithm 
Driver Behaviour Recog-
nition 

Smartphone sensors AI and ML 

Intelligent Driving Style 
Analysis Systems 

Accelerometer, Gyros-
cope, Magnetometer, and 
GPS sensor data 

Classification algorithm 

Driver Behaviour profiling Telematics boxes Fuzzy Logic 
Modeling Driver distrac-
tion 

Monitoring cameras Hidden Markov Model 

Recommendation systems OBD-II parameters, Support Vector Machines 

79%

15%

2% 2% 1%1%
Fault of Driver

Other causes

Fault of Pedestrian

Defect in condition of 

vehicle

Defect in road condition

Fault of cyclist
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to prevent accidents Weather data, Traffic data 
Saving fuel consumption OBD-II parameters Dynamic Time Wrapping 
Usage-Based Insurance OBD-II parameters, smart 

phone sensor data. 
Artificial Neural Networks 

 
Table-1: Classification of research done on diver behaviour 

 

3 Methodology 

Many literatures have provided the study on various methods on driver behaviour 
analysis and the focus was on driver-oriented applications, with its three main sub-
applications: Accident prevention, Driving pattern assessment, and Driver behaviour 
prediction [6]. The methods are classified according to the objective which might be 
one of the above sub- applications, and their input factors taken into consideration for 
the analysis phase. They can be either quantitative or qualitative factors. In our study 
we have considered both quantitative (driving data, sensor parameters, etc.) and qua-
litative (road condition, weather condition, etc.) factors such as smart phone sensor 
data, and drivers inner and outer factors. 
First step in the driver behaviour analysis is to collect the driving data while driver is 
executing the driving events. But, before we collect the data we have to decide on the 
model driver (persona) who’s going to execute these events in a naturalistic environ-
ment. So, we first create the driver persona to understand the potential driver 
representing the model car drivers. 
 

3.1 Creating driver Persona 

Personas are imaginary, comprehensive representations of your model car drivers. 
They help you understand your potential drivers and make it easier for you to modify 
content to the specific needs, behaviours, and concerns of different groups. Personas 
can be created through research, surveys, and interviews of the target audience to 
gather driver’s information. Rather than using imaginary variables like gender, age, 
driving experience, and educational background for creating persona to analyze driv-
ers behaviour, we looked at how people actually drove, including factors like phone 
usage, honking, infotainment system use, and more [17]. 
The participants were asked to answer a few questions with the help of a driver survey 
form. Participants were requested to fill up the details like- 
 

• Personal background (Name, Age, Gender, Qualification), 
• What type of Driver he/she is? (Driving lessons, Experience, Skills, Daily 

distance, hrs spent, Average speed). 
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• What are the Factors affecting Driving Behaviour? (Time of driving event, 
Use of AC, Traffic, Road, Honking, Lane Cutting, Environmental Condi-
tions, in-car stereo system, distraction) 

• Is he/she is aware of any Driving Assistance available in-car (Awareness, 
Usefulness, Navigation system used)? 

• Apart from all the features (safety, infotainment, ADAS, etc.) available in 
the vehicle, what else is required/suggested for safe driving. 

 
The responses received helped us to select one-person representing the model car 
driver. Short description of the persona is defined in the following section. 
 

3.2 Driver Persona 

Persona Name: Mr. Jivan Thakare 
Demographics: Male, 35 years 
Background:  
He's a Doctor by profession who's passionate about his profession and takes care of 
everyone in his family. He is experienced both from professional life and as a car 
driver. He’s a self-confident driver with 5+ years of driving experience. Other people 
see him as a good human being, practical and self-confident man with authority. He’s 
basically from Amravati district in Maharashtra, India. He completed his Bachelor's 
Degree of Ayurvedic Medicine and Surgery (BAMS) study and started his practice 
since 2012. He’s a father of 2 lovely kids Aarav and Arnav. His wife is also a Doctor 
by profession. There are 8 members in his family including him. His father is a retired 
Bank Manager and mother is a housewife. His elder brother is working in a Finance 
Company as a Manager at Nagpur, Maharashtra, India. 
As a part of his daily routine, Mr. Jivan used to travel approximately 20 km to reach 
his clinic and back to home. He spends his entire day at the clinic and starts his return 
journey between 4pm to 5pm using the same National Highway. 
 

4 Pilot Implementation 

4.1 Objective 

To record the smart phone sensor data while the driver executed particular driving 
events in a naturalistic traffic. 
 

4.2 Experimental setup 

Once the model driver (persona) is finalized, the next task is to design the experiment 
and the experimental conditions. We performed the experiment for 7 days, where the 
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driver performs 2 trips per day. Each one-way trip was of approximately 17.2 km of 
25 minutes on average. In this experiment, we used Android application for recording 
smart phone sensor (accelerometer, gyroscope) data. The smart phone was horizontal-
ly fixed on the car's utility box while driver was executing the driving events. Table 2 
gives the details of experimental setup. 
 
Setup Description 
Android application used for recording 
Smartphone sensor data 

Sensor Record (ver. 2.3.0) 

Smartphone sensor  Accelerometer, Gyroscope 
Vehicle type LMV 
Vehicle Model  New Maruti Suzuki Swift VXI 
Smartphone used for recording sensor 
data  

Redmi 4 with Android version 7.1.2 

Smartphone location and position  Horizontally fixed in the car's utility box 
Sampling Rate  50 Hz default 
Driving experience  5+ years 
Weather condition  Sunny 
 

Table 2. Experiment Setup 

4.3 Inner Variables 

To understand the driver behaviour we have to study the other factors affecting 
his/her driving performance. Inner variables or in-car environment is one such factor 
that needs to be analyzed for driver behaviour classification. In our case, inner va-
riables such as driving context, secondary tasks performed, phone usage, emotional 
status, etc. are taken into consideration while executing the driving events as the fac-
tor affecting the driver behaviour. 
 

1. Driver context (passengers, infotainment system, in-car environment etc.) 
a. Driver Alone, No co-passenger. 
b. Radio ON. 

2. Driver secondary tasks (phone conversation, chat with co- passenger, eat-
ing/drinking, etc.) 
a. Rare phone conversation (mostly patient issues). 

3. Driver objective/s (safety, on time, comfort, enjoyment etc.) 
a. Reaching Clinic safely with comfortable drive. 

4. Driver status (stress, fatigue, drowsiness, experience, self-confident etc.) 
a. At-ease 
b. A self-confident regular drive. 

5. Driver primary goal (momentary) 
a. Keep consistent speed, maintain safe distance to vehicles in front and 
stay inside lane.     
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4.4 Outer Variables 

Outer variables such as traffic conditions, road situations, environmental conditions, 
etc. also need to consider while analyzing driver behaviour. In our experiment we 
have taken care of these variables while recording the sensor data. 
 

1. Traffic condition (nearby vehicles, rush hour, traffic- jam, etc. ) 
a. Moderate traffic. 

2. Road situation (highway, rural, urban) 
a. National Highway.\\ 

3. Road environment (wet surface, daylight, sun, darkness, fog etc.) 
a. Good weather conditions,  
b. Summer, mostly sunny,  
c. Dry road surface,  
d. Early morning start and afternoon return journey.\\ 

4. Main task (overall) 
a. Highway driving. 

4.5 Results 

The experiment was conducted for 7 days. Driver was executing the driving events 
every day for 2 trips. Smartphone sensors like Accelerometer and Gyroscope data 
were recorded with time stamps in a CSV file and used for further processing of driv-
er profiling. 

Driver behaviour is the responsible factor in traffic safety, fuel/energy consump-
tion and environmental pollution. Driver behaviour profiling tries to understand how 
driver performs behind the wheels and how driving behaviour (normal, rash, etc.) 
impact other factors. Usually driver behaviour profiling tasks involve automated col-
lection of driving data, calibration, and application of computational models to gener-
ate a classification that characterizes the driver driving profile. Driver behaviour pro-
filing is the process of: 

- Automated collection of the driving data (e.g., speed, acceleration, breaking, 
steering, and location) and applying a Computational Model to them.  

- Input sensor (Accelerometer, Gyroscope) data (CSV file). 
- Data collecting phase, driving a car, and gathering data from several differ-

ent sensors (accelerometer, gyroscope, magnetometer, GPS, etc.). 
- Pre-processing. 
- Events mainly detected by calculating mean of successive accelerometer 

readings on certain axes and comparing them to empirical fixed/dynamic 
thresholds. 

- Calculating Mean of certain axes. 
- Applying MLA (SVM and Logistic Regression) for classification of driver 

behaviour (Normal/Aggressive). 
- Comparing values with threshold and applying SVM algorithm. 
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- Comparing values with threshold and applying Logistic Regression algo-
rithm. 

- Driver Behaviour Classification (Normal/Aggressive) 
 

 

5 Conclusion and Future Scope 

In this work we presented our method for driver behaviour classification and eva-
luated the performance of two MLAs (Support Vector Machine and Logistic Regres-
sion) using data collected from Android smart phone sensors (accelerometer and gy-
roscope). We collected samples of these event types in a real-world for 7 days with a 
driver executing the driving events. 
Our experiment shows that: 
(i) Driver behaviour classification is possible using smart phone sensors; (ii) the acce-
lerometer and the gyroscope are the best sensors to detect driving events; (iii) MLA 
such as SVM and Logistic Regression can be used for driver behaviour classification; 
and (v) the behaviour classification accuracy with available dataset for SVM is 
99.98% and for Logistic Regression is 99.81% respectively. 
 
As a future work, we intend to collect a more number of driving events samples with 
different vehicles, on various road conditions, in different weather, and temperature. 
We also expect to perform the experiment with more number of drivers. Finally, we 
intend to develop an Android smart phone application which can detect driving events 
in real-time and calculate the driver behaviour score. 
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Abstract. Most of the prospective university students, especially from abroad, 
search in the online social networks what other students, present and former, are 
saying regarding the universities and the programs. Students express their sen-
timents regarding universities, programs, and courses they attended, or they are 
attending, in informal conversations in online social networks. We aim to un-
derstand how universities' and programs' enrolment numbers, relate to students’ 
sentiments expressed in online social networks, and how this electronic Word 
of Mouth relate to the dissemination of the universities and the programs in 
online social networks. The research goal of this study is to create a prototype 
of a decision support system, based on information extracted from online social 
networks and data collected in the universities’ informatic systems, to assist 
universities’ managers in the decision-making process regarding internationali-
zation. 

Keywords: Universities, Social Media, Sentiment Analysis. 

1 Introduction 

Nowadays, universities try to attract students and are fighting for high rank positions. 
In the databases we queried, Scopus and Web of Science (WoS), we found 104 arti-
cles between 2008 and 2020, highlighting the importance of the use of online social 
networks to internationalize universities [1,2]. One of the most recent studies we 
found analyzes the use of Chinese social networks Weibo and WeChat, by UK uni-
versities to advertise and to interact with Chinese students in Mandarin [3]. In that 
study, it was possible to detect a positive association between the UK universities' 
reputation showed in Chinese social networks and the number of Chinese students 
enrolling in those universities.  

In our research work, we extract students’ satisfaction from social networks and 
promote a digital process to capture future students. We are investigating universities' 
reputation, performing sentiment analysis on data collected on online social networks, 
to understand if electronic Word of Mouth (eWoM) is an important source of candi-
dates’ recruitment. We want also to investigate the impact of universities' dissemina-
tion in social networks into the enrollment numbers. We are conducting a pilot test, 
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disseminating a program from ISCTE, Mestrado em Sistemas Integrados de Apoio à 
Decisão (MSIAD), since July 2020. In the years before 2020, MSIAD received a very 
low number of new students what eases the study of the effect of the dissemination. 
Objectives 
Objectives for the pilot test: 1st improve the number of new students enrolling in 
MSIAD; 2nd understand which platforms and which type of contents achieve more 
interactions. 

Objective of the research: propose a prototype of a decision support system for 
higher education internationalization based on organization and social media data to 
improve students' satisfaction and universities attractiveness, for home and foreign 
students. 

2 Proposal Concept – Action Planning & Action Tacking 

   We are following an action research methodology (ARM) [4], depicted in Fig. 1. 

 

Fig. 1. Action Research Methodology 

Planning and design 
In the first phase, dissemination was made by two persons from July to August 2020. 
Plan: 1st create two blogs (PT & EN); 2nd publish in each blog in alternate days; 3rd 
share the posts in social networks1; 4th posts with text and one image; 5th collect statis-
tics and the number of new students enrolled in MSIAD. 
Technical configuration 
The layouts for the blogs were selected to cause visual impact. Dissemination on so-
cial networks was done by two persons.  
Organizational adaptation 
In the second phase, dissemination is being made by one person from January to Au-
gust 2021. New plan: 1st create two new blogs (PT & EN), with new layouts; 2nd new 
posts on blogs are published occasionally; 3rd other contents2, are published on other 
platforms3.  

                                                           
1  Facebook, LinkedIn, Twitter, Instagram, Pinterest, Tumbir 
2  https://drive.google.com/drive/folders/1ntADiiO-

BcCvmiJW4eVVVh0_S1JPymsV?usp=sharing 
3  https://drive.google.com/file/d/1c82YdLGAO7_UAGaKZf5mm3UYY1h7-

TT2/view?usp=sharing 
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Use 
The PT blog4 is primarily used to inform about MSIAD. The EN blog5 is used to dis-
seminate scientific articles authored by students of MSIAD.  
Learning 
First lesson: impacting images get more public interactions. 
Second lesson: blogs are important by the extension and diversity of contents that 
they permit, but social networks have far more interactions.  

3 Evaluation - Results from the application to a PT 
master program  

First phase - July and August 2020 
New 10 students enrolled during the dissemination. A total of 27 students enrolled in 
2020/2021 versus a total of 18 students enrolled in 2019/2020. Increase of 50% from 
2019/2020 to 2020/2021. We observed that Facebook was the primary source for 
blogs visitors. The peak of visitors happened when we published about the opening of 
the academic year 2020/2021, under the COVID-19 pandemic. Fig. 2., shows only a 
few statistics of the blogs compiled from Google Analytics. 

 

Fig. 2. Statistics of the blogs compiled from Google Analytics, regarding July and August 
2020. 

Second phase – February to April 2021 
A total of 23 students enrolled to 2021/2022 versus a total of 16 students enrolled to 
2020/2021, in the same period. Increase of 44% in this phase. Disseminating on a 
broader range of platforms allowed us to get a better idea of the preferred contents. 
Statistics shown in Fig. 3., are only about this phase. We see that MSIAD has the 

                                                           
4  https://msiad-iscte.blogspot.com 
5  https://mibis-iscte.blogspot.com 
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largest percentage of conversions although has modest numbers in the other parame-
ters, in the statistics compiled by ISCTE, from Google Analytics. 

 

Fig. 3. Posts with more interactions and statistics from ISCTE. 

4 Conclusions 

We still do not have enough data to make a solid statement but, considering that no 
other factors considerably changed in MSIAD, we conclude that our dissemination 
positively contributed to the increase of students enrolling in MSIAD and could justi-
fy the apparent discrepancy in the percentage of conversions on Fig. 3. These obser-
vations agree with the studies pointing to social networks as good sources of students’ 
recruitment. This ongoing study shows that the dissemination of programs in social 
networks deserves more attention from the universities' managers. We are collecting 
more data and implementing other types of analysis, e.g. sentiment analysis, to under-
stand the universities’ reputation in eWoM. Social networks are indicators of univer-
sity and master program reputations. 
Acknowledgement: This work is partially funded by national funds through FCT - 
Fundação para a Ciência e Tecnologia, I.P., under the project FCT UIDB/04466/2020. 
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Abstract. Pilot implementations are, essentially, field tests of properly engi-

neered yet unfinished systems. Contrasting with usability evaluations, pilot im-

plementations are typically conducted in the field, and involve users performing 

their real work using the pilot system. There are many open research questions 

regarding pilot implementations. In this position paper, we briefly reflect on 

work-in-progress of a virtual reality installation for physical rehabilitation of pro-

fessional football athletes. Concretely, we debate on the pitfalls, organizational 

issues, stakeholders’ tensions and overall open questions about this particular pi-

lot implementation. Results can be used to drive further work, as well as to foster 

discussion about pilot implementation challenges and research agenda. 

Keywords: Pilot Implementations, Virtual Reality, Human Work Interaction 

Design, Field Tests, Rehabilitation. 

1. Pilot Implementation in Virtual Reality 

1.1. A VR system for Rehabilitation of Professional Football Athletes 

Throughout their career, professional football athletes suffer many types of physical 

injuries, and are naturally affected by them. Whenever that happens, a rapid, swift re-

covery is paramount to maintaining their career level strong. The longer the recovery, 

the more difficult it is for the athlete to overcome it, and motivation can quickly become 

a serious issue, even when physical recovery is attained.    

Typically, the rehabilitation process of an athlete is coordinated by a trained physi-

otherapist as well as other medical staff, depending on the football club’s dimension. 

However, this process is always tedious and frustrating to the athlete. Exercises are 

relatively simple to perform, yet they can become extremely tedious.  
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On the other hand, Virtual Reality (VR) and its derived technologies have been in-

creasingly popular in a variety of rehabilitation domains, as well as entertain-

ment.  Challenging the player or promoting exploration makes the plan of rehabilitation 

more exciting and more enjoyable than the traditional rehabilitation plan [3]. 

The rationale of using VR in soccer players is also based on its exceptional features. 

The possibility of creating different scenarios with an infinite number of repetitions 

where it is possible to manipulate the visual environment, for example, brightness of 

objects, their location, different perspective, temporal and spatial distortions of the 

movement trajectory, and feedback, may influence the performance in a way that is 

hard to achieve in the real world [3]. Besides that, VR can invoke embodied simulations 

of the human in the world, used to represent and predict actions, concepts, and emotions 

[4]. 

In this pilot implementation, we created, designed and rolled-out five different reha-

bilitation exercises built in a virtual environment in order to understand if the stimula-

tion of the virtual environment promoted better psychological and social influence on 

the athletes. These exercises were performed in two different scenarios to give some 

freedom to the athlete performing the rehabilitation exercise.  

Figure 1 provides an idea of the environment. 

The athletes learn to execute the exercises when accompanied with someone from 

the medical team that guides them to the steps they must execute. This member of the 

Fig. 1. A user testing out the implementation of a series of physical rehabilitation exercises 

that were turned into a VR game. 
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medical team helps and teaches the athlete to perform the exercises in the most appro-

priate way, so that the exercise helps in the rehabilitation, instead of having the opposite 

effect. Nevertheless, athletes do not always have a close contact, control or guidance 

with the medical staff when they are realizing the rehabilitation exercises from their 

plan. This makes it impossible to check if they are doing the exercise with the best 

technique and get instant feedback about that [3]. Consequently, this support and su-

pervision that is usually realized by the medical staff can be done using Virtual Reality 

since it is possible to give instant feedback to the athlete from the immersive world 

where they are, regarding the correct technique needed for each exercise, and without 

the need for an extra person supervising the athlete. 

 

1.2. Implementation Issues 

The development of this system was made using the Unity3D game engine in con-

junction with a VR headset and body tracking off-the-shelf equipment (VIVE) for the 

sake of bringing more immersive and realistic experiences to the rehabilitation process. 

We used VIVE Trackers, which give us the possibility of creating full-body experi-

ences. To create this full body avatar, we track the athlete’s skeleton using three differ-

ent trackers that work synchronously with the headset and two controllers, creating the 

six points necessary for the effective, smooth tracking of the athlete’s body. The three 

trackers are placed in each foot and in the athlete’s waist, the headset in his head and 

the controllers in their hands. We also used VR inverse kinematics to help make the 

tracking more accurate, smooth and rapid. When injured athletes try these scenarios 

with the full body tracking, it is possible to have a more immersive experience since 

the athlete sees his body inside the scenario performing exactly what he is doing in real 

life and with very low latency [2]. 

The development of these exercises for the rehabilitation of injured athletes was im-

plemented using state machines. Each exercise has its own state machine where we 

have states for each temporal part of the exercise and states for when all the repetitions 

are made. There is also a game-over state, triggered when the athlete fails to complete 

a given exercise. Using state machines gives us more control in each exercise, since we 

know in which state the user is when performing the exercise. It also provides the pos-

sibility of developing additional feedback to deliver a more immersive and responsive 

experience. 

2. Pitfalls, Tensions and Organizational Issues 

Pilot implementations are, essentially, "field tests of properly engineered yet unfin-

ished systems” [1]. Contrasting with usability evaluations, pilot implementations are 

typically conducted in the field, and involve users performing their real work using the 

pilot system. There are many open research questions regarding pilot implementations 

[1].  

It is important to reflect on this work-in-progress of a virtual reality installation for 

physical rehabilitation of professional football athletes. Concretely, we debate on the 
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pitfalls, organizational issues, stakeholders ’tensions and overall open questions about 

this particular pilot implementation.  

Profiling our project with Hertzum’s five activities of pilot implementations [1], we 

detail the following: 

Planning and design. We employed a multidisciplinary approach to this pilot’s 

planning and design activity. The main tension was to accurately depict the actual VR 

system behavior in a visual way, to achieve a common understanding by all stakehold-

ers, namely the medical staff, athletes, experts in rehabilitation and sport sciences, as 

well as the engineers. 

Technical configuration. The configuration of such systems always faces the extra 

challenge of calibration due to different users’s body sizes, arms’ length, etc. In a pilot 

implementation of a “sole”-digital system this does not occur. The parts of the VR sys-

tem necessary for the pilot implementation had to be properly configured to fit the pilot 

site, interfaces to the users ’other systems were developed and tested. Adapting a novel 

space to such a highly-technological equipment also generates tension, but it helped 

some users to avoid withholding their opinion about the system or even try to derail 

pilot implementations by means of counter-implementation strategies. 

Organizational adaptation. Introducing a VR cave-like, immersive environment in 

such a large and diverse organization such as a Premier league football club is far from 

trivial in terms of organizational adaptation. Many different people, with many differ-

ent backgrounds intervene in the pilot implementation in one way or another. Addition-

ally there is the continuous, almost realtime pressure of results. We consider that avoid-

ing unrealistic expectations was the main pitfall in this activity. 

Use. The actual usage of the pilot implementation was not yet tried by the actual 

athletes, but current results are showing that users often consider that an inspirational 

scenario in a different environment rather than a football stadium can lead them to a 

better mood to perform some of the rehabilitation exercises. 

Learning. This last activity is still ongoing. According to the physiotherapist, the 

athlete in a long and exhaustive rehabilitation process may want to choose a football 

stadium scenario, so they don’t feel like they are out of work for a long time, unlike an 

athlete in a short-term rehabilitation who may want to choose a different scenario in 

order to perform the exercise in a completely new environment. But the actual prefer-

ences need to be measured in-loco and should be triangulated with physiological met-

rics of heart rate variability, galvanic skin response or even EEG real time data. Quali-

tative information plays a useful role as well and we plan on collecting a significant 

amount until the end of the pilot.   

In conclusion, we hope this position paper can be used to drive further work, as well 

as to foster discussion about pilot implementation challenges and research agenda. We 

are particularly interested in contributing to an immediate research agenda revolving 

around the pitfalls and challenges that come up with pilot implementations when a mul-

tidisciplinary project is at stake, but the results can probably scale to any other type of 

VR project for physical rehabilitation.  



5 

 

Acknowledgments 

MTL - Marítimo Training LAB, ProCiência 14-20, Instituto Desenvolvimento Empre-

sarial da Região Autónoma da Madeira / Marítimo da Madeira - Futebol SAD, 

(12/2019-11/2021) 1.116.027,14€. 

References 

1. Hertzum, M., Bansler, J.P., Havn, E., Simonsen, J.: Pilot implementation: Learning from 

field tests in IS development. Communications of the Association for Information Systems 

30(1), 313-328 (2012). 

2. Akbaş, Anna & Marszałek, Wojciech & Kamieniarz, Anna & Polechoński, Jacek & Kajetan, 

Słomka & Juras, Grzegorz. (2019). Application of Virtual Reality in Competitive Athletes - 

A Review. Journal of Human Kinetics. 69. 5-16. 10.2478/hukin-2019-0023.  

3. Mestre, Daniel & Ewald, Marine & Maiano, Christophe. (2011). Virtual reality and exercise: 

Behavioral and psychological effects of visual feedback. Studies in health technology and 

informatics. 167. 122-7. 

4. Bossard, Cyril & Kermarrec, Gilles & Bénard, Romain & De Loor, Pierre & Tisseau, 

Jacques. (2009). Virtual Reality for Research and Training in Sport: an Illustration with 

CoPeFoot.  



Socio-technical and Collaborative Design of Pilot
Implementations of Digital Twins

Barbara Rita Barricelli1[0000−0001−9575−5542]

Department of Information Engineering
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Abstract. The purpose of this short article is to stimulate a conversa-
tion around the importance of domain expert involvement in the design
of digital twin pilot implementations. A socio-technical approach that
sees the combined use of Human Work Interaction Design and End-User
Development techniques is briefly illustrated.
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1 Digital Twins Pilot Implementations

In the past twenty years, the advent of the Internet of Things (IoT) [3, 10] is
changing the way data are exchanged among different sources, especially in the
Industry field. Indeed, the diffusion of technologies such as sensors and actua-
tors connected through the Internet, allows a continuous exchange of data. The
integration of Artificial Intelligence models and Big Data Analytics for process-
ing IoT data [4, 16] motivates one of the latest, and probably one of the most
important advancement in the field of technology, that is, the Digital Twin.

Digital Twins can be defined as physical and/or virtual machines that are
simulating, emulating, mirroring, or twinning the life of a physical entity [5].
A Digital Twin is more than a simple model or simulation [14, 17, 9, 19]: it is a
living, intelligent, and evolving model, being the virtual counterpart of a physical
entity or process.

Digital Twins are gaining more and more interest for their potentials and
strong impact in application fields such as manufacturing [21, 18], aerospace [12,
22], and healthcare and medicine [20, 11, 6].

One of the strategic roles of Digital Twins is allowing the domain experts
to monitor, control, and optimize processes. They are widely used to predict fu-
ture statuses (e.g., defects, damages, failures), allowing to put in place predictive
maintenance interventions. Indeed, Digital Twins require a professional human
intervention, particularly in scenarios where they are used to test new features
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and modifications of physical assets, or when they are exploited to provide an-
swers such as diagnosis and treatments.

Given the variety, complexity, and increasing scale of Digital Twins design
projects, it is not easy nor recommended to shift directly from prototypes to
full-developed systems: pilot implementations can be seen as opportunities for
engaging the domain experts in the design and testing. Pilot implementations
are defined in [15] as ”a field test of a properly engineered, yet unfinished sys-
tem, in its intended environment, using real data, and aiming, through real-use
experience, to explore the value of the system, improve or assess its design, and
reduce implementation risk”.

The involvement of the domain experts, acting in concert with multidisci-
plinary teams (e.g. developers, interaction designers, database administrators),
would allow to apply to the design phase multi-faceted knowledge: this collabo-
rative and socio-technical approach can be seen as promising but of course will
add complexity to the process.

2 A Socio-Technical and Collaborative Design Approach

The goal of applying a socio-technical and collaborative approach to the design
of Digital Twins pilot implementation, is to satisfy needs and requirements that
cannot be fully anticipated at prototyping time. However, The need of finding
new strategies to support the collaboration in multidisciplinary teams can be
seen as an open issue: to bridge the communication gaps among stakeholders
with diverse cultural and professional backgrounds requires the development of
open-ended software environments that can be evolved and tailored to tackle the
co-evolution of users and systems [23, 2].

So the answer to this need of bridging the communication gaps, can be a
socio-technical design approach [24]. Such approach would support the designers
to collaborate with the domain experts for exploiting Implicit Information and
Tacit Knowledge of domain experts .

2.1 Human Work Interaction Design and End-User Development

This approach can be framed into Human Work Interaction Design (HWID)
[1], a lightweight version of Cognitive Work Analysis, addressing the concept of
Work in Human-Computer Interaction.

To enable end users, even if domain experts, in modifying and extending fea-
tures of Digital Twin systems, End-User Development (EUD) methods and tools
can be implemented. As defined in [7], EUD is ”the set of methods, techniques,
tools, and socio-technical environments that allow end users to act as profession-
als in those ICT-related domains in which they are not professionals, by creating,
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modifying, extending and testing digital artifacts without requiring knowledge
in traditional software engineering techniques”. EUD is well established both in
literature and in practice when dealing with collaborative systems for domain
experts, and is currently mostly used in the IoT domain [8, 13]. Unfortunately,
disciplines like Human Work Interaction Design and End-User Development are
often neglected by developers and engineers, who prefer to concentrate on the
development and usage of the digital twins, sometimes even forcing the end users
to deal with an unusable and error-prone systems.

In the specific case of collaborative design of digital twin pilot implemen-
tation, the domain experts can be involved at different stages: requirements
analysis, prototyping, evaluation of the prototypes and, later, the adjustment
of the digital twin pilot implementation through EUD tools that the developers
provide them.

Unlike the final digital twin, its pilot implementation will not be linked to the
physical counterpart. This choice is related to the need of preserving a function-
ing system from being harmed by trial and error procedures. However, along the
design and development of the pilot implementation, tests on the actual physical
system have to be performed, to assess its effectiveness and efficacy, and EUD
techniques could be adopted for this as well.

An Example of Digital Twin Pilot Implementation: Manufacturing
In the manufacturing field, digital twins are used to give a virtual but entirely
mirrored representation of a production plant, in its entirety or limited to a
specific section. The introduction of this technology usually takes place in the
innovation of previously existing plants of which all workers and stakeholders,
know their functioning, purpose, strengths, and weaknesses.

This industrial re-conversion goes hand in hand with the introduction of IoT
devices that can sometimes require major changes in production processes. This
aspect has a strong impact on workers and involving them in the design of the
new plant version can serve to minimize the problems of its future use. The
workers need therefore to be involved in both the first requirements collection
phase and the prototyping activities. At the same time the workers should be
involved as experts of the earlier version of the manufacturing plant, but also
need to be formed to be able to fully understand the technological changes
that are going to be applied to the plant and to the working environment and
processes as a whole.

The role of EUD in this case, is in the creation of a digital twin pilot imple-
mentation that offers the workers to change the way information are viewed, to
add new features (or ask for them) and to discuss among them about the features
that are already in place. Obviously, with such a socio-technical approach, the
workers will be also involved in proper evaluations of the implementation, aimed
at collecting all those requests and feedbacks that were not gathered through
EUD.
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3 Conclusion

Like any system designed to support human work, Digital Twins need to be well
designed to support a natural, effective, and efficient interaction experience. The
introduction of a socio-technical and collaborative approach to Digital Twins
Pilot implementations design is focused on enabling all stakeholders to actively
contribute in the fundamental decisions that have to be taken since the early-
stage of prototyping.
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ABSTRACT. Here we present a case study to explore the implications of the co-

design of future autonomous technologies for user experience (UX) and engage-

ment. Given the high demand for automation in daily life and workplaces, there 

is a need to assess the value of co-design with the end-users to evaluate users’ 

experiences and engagements and employee’s social sustainability in multiple 

contexts such as work, health, entertainment, and learning. The term automation 

in this paper also covers some of what has been called AI or more sophisticated 

automation. This case is driven by a member of the innovation department of the 

airport and UX researchers. Our main objective was to employ participatory de-

sign and work domain analysis (WDA) as part of a framework to co-design and 

plan trials, i.e. pilots, for a future automated systems for smart work in airport 

terminal operations. Over two weeks in two workshops in a London-based air-

port, we run code-designed workshops to help the decision-makers understand 

workplace needs and employee welfare while selecting future automated sys-

tems. 

Keywords: HCI, Participatory Design, Automation, Personas, Interaction De-

sign, Abstraction Hierarchy, Trials, Pilot Implementation  

1 Introduction 

Automation and the introduction of Industry 4.0 interactive technologies in industrial 

work systems have brought new ambiguities in the challenges and burdens on interac-

tive systems designers [13]. Socio-Technical System Design (STSD) has identified and 

addressed several problems in understanding and developing complex autonomous sys-

tems [1, 3, 8, 10]. Therefore, service design and co-design processes are utilized to 

facilitate collaboration in new ways [16]. Designing future technologies needs more 

cross-organizational collaborations to produce innovative and creative outcomes. The 

trial planning or pilot implementation process in designing such scenarios can help or-

ganizations understand less visible socio-technical factors. In addition, more studies on 

UX and innovation are needed in light of advances in Artificial Intelligence (AI) and 

the growing use of more sophisticated automation technologies [10].  

Simultaneously, there is a need for cooperation and better communication in human 

teams and individuals and AI systems to achieve better UX goals for future automation 

mailto:parisa.saadati@uwl.ac.uk
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scenarios, namely AI/UX goals[1, 15]. Hence, developments towards future autono-

mous systems need to be carefully co-designed and tests in the field before or during 

the design. This should be properly engineered and bring some lessons learned to im-

prove the system. In this paper, we report on a case study that employs participatory 

design and work domain analysis (WDA) [6] as a means for planning, co-designing, 

and choosing trials for future automated systems considering AI/UX goals in the con-

text of airport terminal operations.  

This paper describes the process of a team of researchers and operational decision-

makers of an airport in co-designing two scenarios supporting smart work in the termi-

nals. Workshop sessions resulted in two future work scenarios leading to automated 

systems' prototyping using a WDA tool known as Abstraction Hierarchies (AH) [5] for 

each scenario. The objective is to explore and illustrate how a London-based airport 

uses participatory design, interaction design, and WDA methods to decide future au-

tonomous systems trials. The paper concludes with lessons we learned using such work-

shops as a pilot implementation phase before selecting the new technologies.   

2 Participatory Design and Work Domain Analysis  

Approaches that have emerged to promote user engagement in system development 

have been implemented in different industries, such as aviation [17, 19, 20]. In addition, 

the participatory design approach has gained interest in the development of commercial 

and business applications [9]. The participatory design process emphasizes mutual 

learning, as none of the participants, either ́ designer’ or ‘user’ knows everything. WDA 

is part of the broader Cognitive Work Analysis framework that supports and structures 

the analysis needed when designing a flexible and adaptive system [21]. Using WDA 

has two distinct advantages. First, WDA is a multi-dimensional analysis that incorpo-

rates the physical and the social environment to provide a detailed description. Sec-

ondly, WDA can be paired with interface design [11] to generate new information sys-

tem designs.   

We decided to use AH as a design tool, as it provides a discreet, discreet, and com-

plete description of a work domain at different abstraction and concrete levels. Further-

more, AHs are suitable to use by stakeholders from different backgrounds with little or 

no experience of WDA [2, 5]. AH is a cognitive engineering approach to human-ma-

chine systems design supported by empirical studies of operators’ fault-finding strate-

gies. In the Ecological Interface Design framework, the AH is used to determine what 

kinds of information should be displayed on the system interface and how the infor-

mation should be arranged [11]. Using WDA allows us to identify some of the socio-

technical and contextual aspects early, which are generally not visible to the designers 

anticipating some of the benefits typically only found in pilots or trials. 

3 Case Study questions  

This study focused on understanding people, directly and indirectly, working towards 

selecting the new technologies or dealing with such systems' UX goals. We offer 
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insights based on our empirical studies that can be used to analyze and evaluate the 

lesson learned in co-designing for future scenarios. We co-created scenarios, per-

sonas, and AH as design methods to answer several questions: can co-designing work-

shops lead to optimal design/selection of autonomous future technologies?   

3.1 Workshop’s settings 

Our observations on the trials and the shortfalls seen regarding the use, usability, and 

UX of these tested technologies helped us suggest the airport user-centered design tools 

and methods for introducing new automated systems. We suggested that implementing 

co-design workshops with their employees before selecting future technologies can 

help the organizations select an efficient automated system for emergent future in a 

complex organization. This system can have better user engagement and interaction 

than their trials. We noticed that the airport selects its future technologies mainly by 

running trials and observing how the trials proceed. However, customer and employee 

satisfaction and UX in the trials were not easily assessed and articulated. This sugges-

tion then triggered two co-design workshops with 14 researchers, industry decision-

makers, and employees from different departments. 

Various topics and design techniques were introduced in the workshop 1 by the de-

sign researchers. Participants engaged in prototyping system concepts for autonomous 

systems needed in their departments. They considered the customer demands and value 

proposition for their systems. All participants had enough experience with autonomous 

technologies and leading Industry 4.0 implementation. Each group produced two future 

technologies concepts in the first round after refining the categories into the future's 

short and concrete experiences. Finally, we had a sharing and voting session to discuss 

and converge on the most appealing alternative future scenarios. From a list of sug-

gested scenarios (automated helpers, autonomous tugs, context-aware guest in-

vites system, baggage tracing, and smart asset management.), the participant selected 

two; Autonomous Tug and Pushback Taxi (ATPT)  and Automated Asset Management 

and Maintenance (AAMM).  
In workshop 2 we used customer job (part of value proposition canvas), persona’s 

template, AI/UX goals [15] and AI guidelines [1], sketching, and AH [7] to prototype 

the short-listed future scenarios voted in the workshop 1. Researchers fulfilled a facili-

tator role supporting participants unfamiliar with the design tools and were active de-

signers while engaging in creative tasks. In the last stage of workshop 2, each group, 

walkthrough their concept [23] using their low fidelity prototype and received feedback 

from other colleagues and decision-makers on how likely the idea is feasible. Finally, 

group members evaluated their design with UX goal templates [1, 15].  

4 What we learned   

This case study's main contribution is helping the airport co-design automation scenar-

ios incorporate workers’ UX and work. During the design process in the workshops, 

we used WDA to contextualised the systems and assessed employees' acceptance for 
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these systems. We believe this should be part of a pilot implementation phase for the 

complex organisations before introducing new systems. Our main learning insights are 

based on the interactions and outputs from the field observations, focus group, brain-

storming session, co-design workshops transcripts, and researchers' notes.  

We have learned that combining academics and employees can bring more effi-

ciency to these workshops by providing recommendations viable on the industry that 

can academically back up. We also learned that employees are the best consultant for 

analysing the functions' allocation for an optimal distribution of both functions and 

tasks between a partly autonomous system and the user [4]. Also, we observed that in 

complex jobs with a high volume of data (e.g. airport), employees show more interest 

in providing support of human workers by robots or machines or any other AI systems 

as an essential aspect of the new technologies. Precisely, for tasks with a range of un-

pleasant, repetitive, too exhausting, or unsafe nature [14, 22]. However, our field ob-

servation showed that low-skilled jobs have a different perspective and fear losing their 

jobs when it comes to AI systems. We also learned that trust and safety considerations 

are more important in aviation than other sectors as aviation insurance policies associ-

ated AI technologies with risks and uncertainty as it takes control from humans.  

Towards the end of workshop 2, most participants understood how a future automa-

tion prototype could fit better in their work environment through increased awareness 

of the work domain. Furthermore, they have agreed that there is a relation between 

modes of discovery, design improvements, interaction, and socio-spatial aspects. At the 

end of the session, one senior manager praised co-designing and WDA methods to se-

lect and design new trials of future automation use cases and prototypes for the airport.  

4.1 Co-designing workshop settings  

We noticed that using such workshops for better employees’ engagement in the emer-

gent future system design or even selecting the trials is beneficial for complex organi-

zations. For a better result in the ideation process, providing a context, scenario, and 

better facilitation is required. Previous studies cover how the ideation process can be 

more comfortable and quicker for the participants [12, 18]. We observed that selecting 

the right design tool can provide a better reflection of the participants' knowledge. For 

example, participants found AH complicated to use without the design researchers’ 

help. Adding more tangible elements [18], such as pre-structured cards and easy-to-use 

collaborative tools, can always be beneficial.  

Moreover, there is a need to use data-driven design tools for the co-design workshops 

for future scenarios. Preparing the environment to ideate is another important factor; 

participants should understand the scenario, products, and the future system's domain 

and environment. The whole process provided the participants with an exemplary sce-

nario to generate and manage their ideas. Otherwise, we must provide sufficient (inter-

nal/external) data for the context and persona creation. In line with the environment 

preparation and facilitator's instructions, it is essential to plan for a scenario in advance 

for every co-design workshop for future systems. This can help the participant access 

context and a road map to look forward and share more relevant information.  
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5 Conclusion  

The main aim of the presented case study is to explore and illustrate how a London-

based airport uses participatory design, interaction design, and WDA methods to make 

decisions on trials for future autonomous systems that incorporate workers’ experi-

ences. The paper presented that these co-design workshops and WDA design tools can 

yield early contextual socio-technical insights typically only found during pilot imple-

mentations.  We empirically assess our hypothesis on the ATPT and AAMM scenarios 

in an airport domain based on customer profiles, personas, scenarios, AH, and a 

rough prototype to achieve this goal. We observed that this method can help designers 

or decision-makers foreseen the factors that may not be visible in the design. Producing 

the five layers for AH more efficiently with the help of Academics and providing more 

tangible examples was one of the main motivations in producing the final designs. After 

the workshop, it was highlighted in the senior participants’ responses that using this 

method helps them better understand workers and the aviation sector's needs and per-

spectives for selecting the new autonomous systems, which was not part of their prac-

tices.  
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Abstract. Aging is a worldwide problem in rapid acceleration. As far as people 
get older their cognitive and functional capacities progressively decrease. To re-
inforce a positive behavior for those that are alone or isolated Information and 
Communication Technologies (ICTs) play an important role. 
As a contribution to extend elderly quality of life we propose a solution to pro-
mote an active aging by stimulating and reinforcing the cognitive and functional 
capacities. The results of this pilot prototype show that elderly people benefited 
to improve their skills and desires of socializing, moving, training the brain, using 
memory resources to gain and maintain confidence. Conversely, the interviewed 
psychologists considered that the online application contributed to decrease and 
delay situations of depression.  
 

Keywords: Elderly, Cognitive Stimulation, Caregivers, Pilot Prototype, Appli-
cation Design. 

1 Introduction 

According to the Pordata [1], the number of elderly in Portugal will double in the next 
ten years. The aging rate, which in 2013 was 133 elder people to 100 young people, is 
estimated to be 225 elder in 2033 and in 2060 will be 309 elder people. This means that 
in the next decade, the world will have more seniors than children. This problem is 
especially important in Western societies where the increasing average of life expec-
tancy and the low birth rates have led to more and more elderly people being isolated, 
alone, and without family support. 

Although new technologies allow and facilitate communication and the fight against 
isolation, in practice, these tools are only available to those who still maintain a high 
standard of intellectual abilities and learned in a timely manner to deal with such tools, 
creating a kind of cycle. Those who would most need access to cognitive stimulation 
are precisely the least able to access the media that provides it.  

The access to Internet and other social platforms works well when cognitive skills 
and communication skills are still high. After this phase, a true recessive spiral of loss 
of faculties, loss of communication capacity, loss of references, loss of motivation, 
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isolation, mental inactivity, depression, which in turn leads to life disinterest, among 
other situations. Rapidly, these people’s quality of life will decrease.  

For some elderly people to stay at home rather than going to nursing homes is a way 
to increase the time spent in their spaces, their things and their memories. However, 
what we see today is that some of them no longer have their peers, the children and 
grandchildren nearby, and in some cases, the towns or villages where they live are de-
populated and far from the large housing centers.  

The proposed application intended to contribute to: strength human abilities, to col-
laborate and share information with others, to exercise their skills, to find an occupa-
tional therapy and to remember lost memories of the past. Conversely, it provides psy-
chologist support, about mental and physical activity of their patients.  

This paper is organized as follows:  first we introduce the theme. Then, we outline, 
according to literature, the importance of cognitive stimulation. Next, the study is in-
troduced focusing on the users. The methodological approach is presented and after-
wards the application design is summarized. Finally, the main results are presented as 
well as conclusions. 

2 Cognitive Stimulation 

People who are affected by dementia often face cognitive, behavioral and psychoso-
cial difficulties, including impairment and degeneration of memory and of perceptions 
of identity. As a result, many have reduced physical activities or social engagement, or 
are unable to work. Along the years, scientists have identified ways to minimize age-
related changes and improve everyday memory function: socialize, get moving, train 
the brain, use memory aids to gain and maintain confidence [2, 3].  

Some studies, for example [4, 5] show that brain aging, and loss of cognitive and 
memory functions can be partially counteracted by exercise and by the practice of in-
tellectual activity. The capacity for communication, for reasoning and memory is kept 
longer when stimulated and exercised. There are other studies that indicate the benefits 
of interventions with the goal of training communication skills especially in terms of 
reinforcing positive behavior and satisfying interactions [6, 7]. Some examples of com-
munication strategies are giving an idea, asking closed questions, giving direct instruc-
tions, paraphrasing repetitions, using simple phrases, using communication based on 
personalities, that is, considering the life history, values and personal preferences of 
individuals with dementia [8, 9]. 

3 The Context for the Pilot Prototype 

For the development of this application, it was important to analyze the elderly’s 
routines and to monitor them at home. They had very low level of personal satisfaction, 
with monotonous routines and activities. After this analysis, it was decided to produce 
a website capable of bringing them some emotional and physical wellbeing conditions 
through new challenges. The purpose of this application will be the entertainment of 
the elderly population, providing them with moments of fun and wellbeing. This 
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application will be also implemented in nursing homes. It will contribute to allow el-
derly people to have access to an account, with the available data, after starting a ses-
sion, to enjoy the entire website content. 
 
3.1 Personas 

This application is for elderly people since they are in a less privileged situation in 
society. It will provide the elderly people with the possibility of improving their mental 
conditions, ending loneliness, as well as improve their health problems, including de-
pression, or anxieties. Obviously, each type of person has different needs, tastes, and 
preferences, depending on the profile of each user. The selection of the multimedia 
content will be made depending on various data, such as age, gender, professional train-
ing, level of education social class, purchasing power, location, consumption habits, 
among others. So, considering these variabilities, it was decided to design the type of 
users, creating personas. 

The role of the persona is, in this case, to take the application into a real context, 
adapting it to the various situations of each person, and the various preferences, in order 
to optimize the application design and to assign a profile to the developed application 
(Figure 1). 

 

 
Figure 1 - Personas 

4 Methodological Approach 

This section describes the methods and participants involved in a preliminary study. 
The study served as a guide to support the proposed interactive application. We fol-
lowed a user centered design approach which focused on the user necessities to avoid 
future errors and to design positive user’s experiences. 

Interviews were a research method of data collection and analysis. Interviews were 
conducted with caregivers (12 participants) and with elderly people (22 participants - 8 
male and 14 female participants). The questions were mainly open questions and the 
issues discussed with caregivers were about the number of elderly they had in charge 
to follow; the difficulties and challenges they had with them; types of tools and equip-
ment they had available to use; personal suggestions to include in an interactive appli-
cation to help the collaboration and communication processes among the intervenient. 
The content of the end-users’ questions was about: if they lived alone or with family; 
ways of spending time; visiting people per day; access to technological tools – laptop 
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and mobile phone; internet access. Interviews were face-to-face and with interviewee 
authorization. They were video recorded. Subsequently, a transcript of the interview 
was made. After, memo-writing was elaborated to highlight the main interviewee’s 
concerns. The data analysis results were considered on the application development 
since it was our goal to approach a user centered design strategy. User centered design 
is a design approach where the user has a close involvement in order to meet users’
expectations and requirements. The design process sketches the phases of the design 
and development and it explicitly present users, tasks and environments. The data col-
lected in the study’s first stage, from questionnaires and interviews were analyzed and 
the results were considered on the application design. 

5 Application Design 

This section outlines the design and architecture, of the proposed application. There are 
four main activities which have included different thematic components. The user will 
choose whatever they want. However, caregivers may suggest those that are more 
appropriated for each user. We got information about the favorite themes that users 
suggested and wanted to share with others. The obtained data was considered on the 
application design. The user has access to different activities. For cognitive, physical, 
entertainment and social interaction development. The components functionalities 
permit to accomplish different tutorials about dance, gymnastic and handwork. For 
cognitive stimulation they can read stories, play with puzzles, practice language skills 
(grammar, orthography and words correction) and math exercises. The physical 
activities are accompanied through videos. To improve their thinking, users can answer 
questions about music, mathematics, Portuguese language, history of Portugal and 
geography. The application authorizes also to listen to different radio channels and see 
each family photo gallery. The pilot implementation has been in test at a nursery home.  

6 Results and Conclusion 

This application was preceded by a preliminary study, conducted in three villages of 
Castelo Branco, a Portuguese region. Our source of information was an elderly associ-
ation, which was the key motivational basis for the proposed work and two nursery 
homes. We used questionnaires and interviews research methods to understand the con-
text for the application and the intervenient’ s desires. In the second phase we designed 
the application. The prototype was tested with caregivers and elderly users.  

Presently, we are collecting new data from users’ observations and comments which 
will be included in the final application design. The feedback comments are very posi-
tive, and the users are extremely satisfied with this application.  
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Abstract. A road safety is one of the major concerns, which is leading cause of 
deaths and injuries in India. In the year of 2019, around 440k of road accidents 
happened, killing about 150k people and 450k injured. However, the report also 
discussed that, 4,775 accidents reported due to potholes on the roads. The pot-
holes also cause a problem of traffic congestions especially in rainy season and 
the people take one to two hours extra to reach their homes from offices. There 
are few mobile apps available dealing with potholes and the most of them are 
developed by local governments. Majority of them are failed due to poor usabil-
ity. To address these issues, we have developed a prototype of mobile app, 
named as G-connect. This research paper briefly discusses about G-connect and 
mainly focused on usability evaluation of it. Ten participants were involved in 
usability evaluation of this prototype using SUS scale. The mean SUS score of 
all participants is 74 out of 100, which is good. This suggests that G-connect is 
acceptable app, but having minor usability issues like some users unable to 
identify the use of ‘support’ button and some users have faced problem to pin 
exact location. 

Keywords: Road Safety, Potholes, Mobile Application, Usability Evaluation, 
SUS, G-connect 

1 Introduction 

Road accidents and injuries due to potholes on the roads, are major safety issues for 
the developing country like India. According to the Government of India report in 
2019, about 4,775 accidents were reported due to potholes [1]. Such accidents damage 
the government properties and vehicles, having thousands of casualties. The potholes 
also cause problem of traffic congestions especially in rainy season. People take one 
to two hours extra to reach their homes from offices. 

 
There are several existing mobile applications like Meri Sadak [2], RoadDetector 

[3], IntentsGo [4], MyBMC24x7[5] for road safety related issues in India, including 
for potholes and related reporting. These apps are having many usability issues like 
inappropriate notifications [2], improper error handling [3], incompatibility with mo-
bile devices [4] and inability of users to register [5]. Also, some functionalities like 
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‘Map’ do not work. The mobile app for automatic pothole identification using ultra-
sonic sensors developed by [6] can be life-saving tool. The machine learning and deep 
learning techniques like least squares support vector machine, artificial neural net-
works [7] and convolution neural networks [8, 9], have been used for potholes classi-
fication [10]. The automatic pavement distress recognition system [11] can perform 
real-time identification of potholes. The literature has suggested complex machine 
learning techniques to solve the potholes related problems. The existing mobile appli-
cations related with road safety have discussed about many usability issues. There-
fore, we have proposed mobile app through which people can report their issues relat-
ed to potholes directly to local government. The design and working of mobile app is 
explained in the next section. The later section discusses about the usability evalua-
tion of the mobile app using SUS. 

2 Proposed Prototype G-connect Mobile App 

We have named the proposed app for the potholes as ‘G-connect’ in which ‘G’ stands 
for the Government and ‘connect’ refers to getting connected to the Government. This 
prototype is developed by using software tool - ‘Adobe XD’.  
 

    
(a) (b) (c) (d) 

Fig.1. Screen-shot of G-connect app (a) Login screen (b) Main screen displaying three func-
tionalities (c) New complaint screen (d) Chat screen for getting status of complaint.  

 
The fig.1 depicts the four screen-shots of prototype of G-connect mobile app. Once 

the user logged into the app [fig.1 (a)], he/ she can see three sections- complaints, 
chats and notifications as shown in fig.1 (b). In complaints section, the user can view 
the existing complaints raised by other people. The user can also support the com-
plaints raised by others, by clicking on ‘support’ button related with the complaint. 
Also, the user can give new complaints by pressing ‘+’ icon. After that, the user has to 
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take a photograph of the pothole and has to mention the physical location of to give a 
new complaint as depicted in fig.1 (c). In chat section shown fig.1 (d), the user can 
chat with administrator, who is a local government person or a member of special task 
force, regarding his/her complaint. The special task force has been prepared by local 
government to address pothole issues received through this app. Through the notifica-
tion section, the administrator can notify to the user regarding acknowledgement or 
necessary action initiated. 

 
This app is specifically developed for local city government. The user complaints 

are received by administrator or special task force. According to complaint location, 
the pothole is identified, repaired and the photo of repaired work is uploaded onto the 
app and the user or complainant is informed about complaint follow-up through the 
notification section. The next section discusses about the usability evaluation of the 
mobile app using SUS. 

3 Usability Evaluation of G-Connect 

We have used System Usability Scale (SUS) [12] for usability evaluation of G-
connect. SUS is widely used standardized questionnaires for assessment of perceived 
usability. The user rate (or score) all ten questions, that range from 0 (poorest rating) 
to 4 (best rating). Based on user responses, SUS score is calculated. For odd-
numbered questions, a value - 1 is subtracted from the intermediate score and for the 
even-numbered questions, the score is subtracted from 5. A standard score is calculat-
ed using the sum of the above adjusted scores, then multiplied by 2.5.  
 

For the pilot testing, ten participants including six females and four males, from 
different professions and age groups have been selected. The six participants are un-
dergraduate students, two are  faculty members of engineering college, one is house-
wife and remaining one is retired teacher. The participants have used the prototype of 
G-connect app and filled the SUS questionnaire through ‘Google Form’. Because of 
COVID’19 situation in India, we have used this online questionnaire to record partic-
ipant responses for SUS score.  

 
The SUS questionnaire is investigated for assessing usability of G-connect. The 

graph in fig.2 presents the SUS score of all ten participants. The mean of all SUS 
scores of ten participants is about 74/100. There are rules for interpretation of the SUS 
score [13]. If the SUS score is over 85, the system/product is highly usable, in the 
range from 70 to 85, it is characterized from good system. If the SUS score is in the 
range of 50 to 70, it shows that the system is acceptable, but it has some usability 
problems and needs improvement. Therefore, according to the criteria of Bangor et al. 
[14], the usability of the evaluated G-connect prototype is a good level, though it has 
some usability problems. Few participants have problem in identifying all facilities 
related to complaint section. In complaint section, user can give new complaint and 
also support other user’s complaints by pressing ‘support’ button. But, some of the 
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users are unable to identify usage of ‘support’ button. Some users have faced problem 
to pin exact location of the pothole. The graph shown in fig.2 below depicts the SUS 
scores of all ten participants, which indicates that developed app is good usable app. 
The Y-axis represents the SUS score and the X-axis is used for participants. 

 
Fig.2. System Usability Score (SUS) Graph 

Conclusion 
 
G-connect is simple mobile app to deal with issue of potholes on the roads. The mean 
SUS score for this app is about 74 out of 100, which suggests that it is a good and 
usable system [14]. This app have few minor usability issues. Few participants have 
faced a problem to identify the use of ‘support’ button in complaints section and some 
users are not able to pin the exact location of the pothole. 
 

In future, we will rectify the identified usability issues and build the final version 
of G-connect. Also, this is a pilot study conducted with just ten users, which can be 
extended to large sample size for effective usability evaluation. 
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Abstract. Pilot implementation can be seen as a socio-technical design approach. 

This paper presents a design case that focused on the optimal implementation and 

organizational change process when a new IT system is to be implemented in an 

organization. The case was the pilot implementation of new self-service-oriented 

IT system for both customers and employees in a Danish SME ‘proptech’ com-

pany. ‘Proptech’ denote companies dealing with property and technology. The 

underlying epistemic view of the design case was that of functional pragmatism, 

and the collection and interpreting of data was aimed at analyzing how the case 

company managed to implement a new IT system from technical, organizational, 

and economical perspectives. The analysis revealed that though the case com-

pany did not do what current theory in the area prescribes, they still thrived with 

their pilot implementation. Our position is thus that organizational alignment is 

an important aspect of pilot implementation, and that it can be analyzed by ana-

lyzing various management practices related to the pilot implementation. 

Keywords: Pilot implementation, Organizational alignment, Organizational 

structure. 

1 Introduction 

Organizational alignment is the process of aligning the organizational structure, culture, 

and resources with the individuals in the organization. In connection with pilot imple-

mentation, it is the process of giving the team behind the pilot implementation the best 

environment and resources that compliments the development, feedback loop and im-

plementation of the new IT system. This paper argues for the importance of organiza-

tional alignment for a pilot implementation to thrive when implementing an IT system. 

Current theory about pilot implementation presents it as temporary opportunity to let a 

part of the target users (employees) experiences how the new system will be like to 

work with [1–3], see also [4–7]. This paper adds to the current theory about pilot im-

plementation by focusing on the organizational alignment that is necessary for pilot 

implementation.  

This paper builds on prior research done by Herbæk & Hansen [8]. They did a case 

study in a small company that implemented a new IT system through pilot 
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implementation. The findings from the case study supports this paper’s points, and the 

case study highlights strengths and limitations in the studied company’s organizational 

structure and how it affected their implementation process. Herbæk & Hansen’s [8] 

design case focused on the optimal implementation and change process when a new IT 

system is to be implemented in an organization. The case was the pilot implementation 

of new self-service-oriented IT system for both customers and employees in a Danish 

SME ‘proptech’ company. ‘Proptech’ denote companies dealing with property and 

technology. The underlying epistemic view of the design case was that of functional 

pragmatism, and the collection and interpreting of data was aimed at analyzing how the 

case company managed to implement a new IT system from technical, organizational, 

and economical perspectives. The analysis revealed that though the case company did 

not do what current theory in the area prescribes, they still succeeded with their pilot 

implementation. Below we unfold the findings and the argument from the case. 

2 Objectives 

There are three main objectives for this position paper: 

• To emphasize the importance of ensuring alignment between the technical side and 

organizational side of a pilot implementation.   
• To contribute to the design of the optimal pilot implementation framework/pro-

cess/model. 

• To contribute with the findings of a conducted case study on pilot implementation 

3 Organizational alignment 

3.1 Why is organizational alignment crucial for conduction pilot 

implementation? 

Pilot implementation is defined by ”a field test of a properly engineered, yet unfinished 

system in its intended environment, using real data, and aiming – through real-use ex-

perience – to explore the value of the system, improve or assess its design, and reduce 

implementation risk” [2]. With the introduction of an unfinished system comes certain 

obstacles which the management must focus on to make the development and imple-

mentation process thrive.  

We use the notion of organizational alignment to describe interventions that ensure 

that the pilot implementation and the current and the long-term business goals of the 

organization are aligned. It is well established that one of the key factors for successful 

organizations is the close linkage of its IT strategy and business strategy [9], and this is 

also true for socio-technical design and business strategy. Different conceptualizations 

of organizational strategies exists, and we follow the idea of strategy as practice [10] 

where the study object is how management practices are used to put strategy into 
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practice. Thus, the practices of managers should be aligned with the practices of de-

signers to achieve successful pilot implementation.  

However, if the organization is not aligned with the pilot implementation it could 

lead to stagnation of the implementation process, and to inefficiency in the work, test 

and development flow [8]. Herbæk & Hansen analyzed organizational alignment initi-

atives based on the theory of the three legged stool [11] that focuses on decision-making 

rights, performance evaluation and reward systems, and supported by the theories of 

Kotter's 8 steps for organizational change [12, 13] and the principles for lean startups 

of companies [14, 15]. The three-legged stool stipulates that decision-making rights, 

performance evaluation and reward systems must be in balance and aligned to the com-

pany's current situation to create success in what is desired to be accomplished. A find-

ing from analysis of these three areas was that the initiatives of the case company man-

agement affected the pilot implementation in both positive and negative ways, and that 

though the case company did not do what current theory in the area prescribes, they 

still succeeded with their pilot implementation [8].  

3.2 The importance of data management in pilot implementation 

In the case of the company studied by Hansen and Herbæk [8], the company desired to 

develop and implement a new IT system through pilot implementation. In theory, pilot 

implementation requires iterative testing and flowing communication between the de-

velopers and employees participating in the testing of the new unfinished system [2]. 

The developers require the decision rights to develop and test anything they find valu-

able for the new system, if it is based on the feedback generated by the. It is important 

to minimize the bureaucracy and allow developers to test as this generates feedback 

about the system in development which is crucial in pilot implementation. For the feed-

back loop to generate sufficient and valid feedback about the system in development, 

good communication tools and data management is required.  

However, the design case revealed a significant amount of freedom in the commu-

nication and reporting of feedback between the developers and employees, but a lack 

of structured data management when multiple employees reported feedback about the 

system in development to the developers. The lack of structured data management led 

to confusion among the developers, as the feedback data got unmanageable as there 

was a lack of overview [8]. The case study finding is thus that pilot implementation 

requires a refined data management structure to get the most out of the feedback gen-

erated from the employees. 

3.3 Alignment of organizational reward systems to design practices  

The use of an unfinished system in real-use experience tends to be accompanied by 

lower efficiency in the workflow in which the system is used. This can lead to employ-

ees choosing to not utilize the new system in full, as it does not generate the same 

outcome as the already established system. This resistance needs to be addressed by the 

management. If the organizational performance evaluation is not aligned with the need 
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for testing the new system, developers will have a harder time getting the necessary 

feedback in which they use to further develop the new system.  

In the case of the company studied by Hansen & Herbæk [8], the management low-

ered their performance evaluation goals as a means to empower the employees' engage-

ment in testing the new system. The lowering of the organization’s performance eval-

uation goals furthered the development of the new system through organizational align-

ment and ensured that the employees' individual needs and the organization’s vision 

and strategy was aligned [8]. The engagement of the employees used for testing as well 

as the developers is crucial. The allocated decision rights and the freedom that follows 

these decision rights needs support to sustain the level of engagement. This can be done 

through financial incentives. In the case of the company studied by Hansen & Herbæk 

[8], the organization allowed for the full time workers to obtain warrants, which repre-

sents an equity in the firm, as part of their salary. The inclusion of warrants generates a 

sense of ownership with the employees and further boosts the engagement, as they will 

know that whatever obstacles they face now are worth it, as it benefits the organization 

as well as them as individuals. The organizational alignment of organizational reward 

systems to design practices therefore benefits the development, testing and implemen-

tation process of a pilot implementation [8]. 

4 Discussion and conclusion 

This position paper asks what management can do to support a successful pilot imple-

mentation and answer the question by pointing to organizational alignment. The major 

insight from the design case was that though the case company management did not do 

exactly what current theory in the area prescribes, their initiatives were still important 

to the pilot implementation. Thus, the practices of managers were aligned with the prac-

tices of designers and users to achieve successful pilot implementation. This contrasts 

somewhat current theory that do not mention management except as project manage-

ment [2] or as a stop/go decision maker for pilot implementation [1]. Our position is 

that organizational alignment is an important aspect of pilot implementation, and that 

it can be analyzed as Herbæk & Hansen [8] did it by analyzing various management 

practices related to the pilot implementation. Future research on pilot implementation 

may analyze management not as external stakeholders but as co-designers. 

We provide two starting points for further research on organizational alignment in 

pilot implementation. First, the management of feedback data should be studied by 

looking at how the feedback data management systems needs to align with the feedback 

requested and tests that are being conducted. Furthermore, innovative accounting prac-

tices should be studied with an eye on measuring progress using test and quantitative 

data derived from the tests conducted to supplement the qualitative descriptions of the 

progress that the development team has done. Second, the design of reward structures 

and performance evaluations related to the individuals participating in the pilot imple-

mentations should be aligned to generate motivation to generate feedback, as the indi-

viduals participating in the are likely to not utilize the system in development as much 

as needed for pilot implementation if it affects their performance bonuses.  
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