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ABSTRACT 

Digital archives of radio news broadcasts can possibly be 
made searchable by combining speech recognition with 
information retrieval. We explore this possibility for the 
retrieval of news broadcasts in Danish. An average of 
84% of the words in the broadcasts was recognized. Most 
of the unrecognized words were compounds, names, and 
other words that appear of value to retrieval. Thus, the set 
of words describing a broadcast has to be expanded to 
compensate for the recognition errors. We discuss doing 
this by exploiting the alternative matches from the speech 
recognizer and by extracting words from a related corpus. 
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INTRODUCTION 

Systems for retrieving textual information have become 
ubiquitous, and users expect them – often rightfully – to 
be effective and efficient. For non-textual information the 
situation is different: The content-based retrieval of 
audio, images, and video faces many challenges (Datta et 
al., 2008; Hu et al., 2011; Larson and Jones, 2011). Yet, 
an increasing amount of the content in digital repositories 
is non-textual. In many of these repositories the users can 
only retrieve the non-textual content by searching the 
accompanying textual information, which may be sparse 
compared to the non-textual content. This study focuses 
on the retrieval of spoken content, specifically radio 
broadcasts. Research on spoken content retrieval 
combines automatic speech recognition with information 
retrieval (Larson and Jones, 2011). We explore spoken 
content retrieval for Danish speech and assess how 
valuable the words not recognized by the speech 
recognizer would be to users of the broadcast archive. 

The Danish Broadcasting Corporation, DR, is Denmark’s 
largest electronic media enterprise. Since it was founded 
in 1925 radio broadcasts have been a core part of its 

business. More than 800,000 hours of radio broadcasts 
from DR are digitally archived. However, the possibilities 
for searching this vast source of information about the 
Danish cultural heritage are limited (Lund et al., 2013). 
For most broadcasts the only searchable information is 
their title and the time of broadcast. This paucity of the 
information available for searching the archive severely 
restricts its usefulness. The size of the archive precludes 
manual indexing of the content, and its cultural-heritage 
value makes it an important application of Danish spoken 
content retrieval. This study is part of a long-term effort 
to make the content of the broadcast archive searchable. 

In recent years speech recognition has become more 
robust and more standardized (Yu and Deng, 2015). The 
increased maturation has made it feasible to develop 
speech recognizers for languages spoken by fewer people, 
such as Danish (5.7 million speakers). However, an 
evaluation of speech recognition in Danish healthcare 
about a decade ago revealed considerable problems with 
the technology (Alapetite et al., 2009). One challenge in 
Danish compared to, for example, English is that 
semantically complex concepts are expressed by joining 
multiple words into one compound word. This increases 
the number of distinct words the speech recognizer must 
be able to recognize. Even for English, the word error rate 
for recognizing broadcast news is typically 10-20% and it 
increases to 20-40% for conversational speech (Larson 
and Jones, 2011).  

It is an important research question whether high 
recognition accuracy is required for effective spoken 
content retrieval. Sparck Jones et al. (1996) argued that 
word error rates are not indicative of the quality of 
spoken content retrieval because they treat all words 
equally. For retrieval purposes it is only the meaning-
bearing words that need to be recognized correctly. In 
addition, a word needs only be recognized once within a 
broadcast to be available for retrieving the broadcast. This 
indicates that broadcast-level measures are better suited 
for spoken content retrieval, whereas the accuracy of 
speech recognition is best measured at the word level. It 
also indicates that modest speech-recognition 
performance may be sufficient for effective spoken 
content retrieval. For example, Munteanu et al. (2006) 
found that users’ retrieval performance and their 
experience of the retrieval process were better at a word 
error rate of 25% than without the system. Allen (2003) 
reported that retrieval effectiveness fell less than 10% 
with a word error rate of around 30%. We investigate the 
retrieval value of the words not in the speech-recognizer 
output by manually categorizing such words. 
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METHOD 

To investigate the effectiveness of automatic speech 
recognition for retrieving radio broadcasts in Danish we 
conducted an empirical study. 

Broadcasts 

For this exploratory study, 19 broadcasts were selected 
and transcribed verbatim. The broadcasts were news 
broadcasts with an anchor person in a studio, assisted by 
journalists and sources who reported from the field. 
While the sound quality in the studio was high, it varied 
in the field due to, for example, phone connections and 
background noise. To ensure variation in their content the 
news broadcasts were selected from the period 1965 to 
2010. In total, the 19 news broadcasts contained 27130 
spoken words.  

Speech-Recognition System 

We used a Danish speech recognizer developed on the 
basis of the Kaldi toolkit (Povey et al., 2011). It had a 
vocabulary of 53914 words. 

The output from the speech recognizer was a textual 
representation of the audio broadcasts. This textual 
representation consisted of the words that produced the 
best match between the language model of the speech 
recognizer and the audio content of the broadcasts. In 
addition, the speech recognizer produced a number of 
alternative matches, which gave the competing, but less 
likely, proposals of how to transform the audio content 
into text. Each alternative match had a confidence score 
that indicated the level of agreement between the 
language model and the spoken audio.  

Procedure 

Our analysis consisted of comparing the output from the 
speech recognizer to the transcription of the broadcasts. 
We initially aligned the speech-recognizer output and the 
transcription by, automatically, determining the minimum 
number of word substitutions, insertions, and deletions 
needed to transform the speech-recognizer output into the 
transcript. On this basis we calculated the word error rate, 
which is the standard measure of accuracy in automatic 
speech recognition (Larson and Jones, 2011): 
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After calculating the word error rate – a word-level 

measure – we turned to broadcast-level measures. As a 
precursor to calculating these measures we stemmed the 
words using the Snowball stemmer (snowballstem.org). 
Stemming is standard in information retrieval (to relieve 
the searcher from the task of specifying all inflections of 
the query terms). Two broadcast-level measures central to 
information retrieval are the coverage and noise of the 
speech-recognizer output: 
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We determined the coverage and noise for two different 
outputs from the speech recognizer: (a) the words in the 
best match between the language model and the 
broadcasts and (b) the words in the best and alternatives 
matches. We included the alternative matches that had a 
confidence score of at least 0.98. 

Across the broadcasts 1198 distinct words were, as the 
analysis will show, never recognized correctly. We 
manually categorized these words to learn about their 
content and be able to assess their value for information 
retrieval. Table 1 shows the categories. In addition to this 
categorization we indicated whether each word was a 
noun (including whether it was a name), a verb, an 
adjective, or something else (including ambiguous). 

The categorization was done in five steps. First, the list of 
unrecognized words was explored to create the set of 
categories. Second, 10% of the unrecognized words were 
randomly selected and coded by the first and second 
authors independently. Third, the two authors met and 
discussed their codings to reach consensus about the 
categorization of the words and to arrive at a shared 
understanding of the categories. Fourth, the two authors 
independently coded the remaining 1079 (90%) of the 
unrecognized words.  Cohen’s (1960) kappa of the 
agreement between the two authors was .81 for the 
categorization according to the categories in Table 1 and 
.74 for the categorization into word classes. Both kappa 
values met the criterion that kappa values above .60 
indicate satisfactory reliability (Lazar et al., 2010). Fifth, 
the two authors discussed the words they had categorized 
differently and a consensus was reached. 

Category Definition Example 

Name The name, or part of the name, of a person, geographical location, 
organization, or another entity 

“Vladivostok” 

Group of 
persons 

A word that denotes a group of persons by a common 
characteristic 

“sukkersygepatienter” (diabetics) 

Title A word added to a person name to signify the person’s official 
position or academic qualification 

“vicepolitidirektør” (deputy 
police director) 

Numeral A word denoting a number “syvogfirs” (eighty-seven) 

Compound A word made by joining two or more words into one longer word “sikkerhedszone” (security zone) 

Error A misspelling in the transcription of the audio file  

Table 1. Categories of unrecognized words. 



 

RESULTS 

Across the broadcasts the word error rate was an average 
of 22% (SD = 5%). Table 2 shows the coverage and noise 
of the best match from the speech recognizer and of the 
best-and-alternative matches. Coverage was significantly 
higher for the best-and-alternative matches than for the 
best match, Welch’s t(35.75) = 8.46, p < .01. However, 
the noise was also significantly higher for the best-and-
alternative matches, Welch’s t(18.50) = 293.85, p < .001. 

Measure Best match 
Best and alternative 

matches 

Coverage 84±3% 87±3% 

Noise 19±6% 204±47% 

Table 2. Recognition accuracy (mean ± standard deviation). 

An example of the noise included with the alternative 
matches was the phrase “værre end aktiemarkedet 
frygtede” (worse than the stock market feared). The best 
match of this phrase was “værre en aktiemarked 
frygtede”, which from a retrieval point of view was close 
to correct. Including the alternative matches added the 
following words: ”verden” (world), ”hverken” (whether), 
”hverdagen” (everyday), ”vejret” (weather), ”værn” 
(protection), ”væren” (being), ”værten” (host), ”værdien” 
(value), ”værende” (being), ”han” (he), ”and” (duck), ”er” 
(is), ”værtinden” (hostess), ”men” (but), ”af” (of), 
”markedet” (market), ”og” (and), ”aktiemarkedet” (stock 
market), and ”over” (over). About half of these words 
were plainly off topic; the other half would add little 
value to information retrieval because they were either 
very common or near identical to the words in the best 
match. 

A total of 1198 distinct words occurred in the broadcasts 
but not in the best-match output from the speech 
recognizer. These unrecognized words constituted the gap 
between the achieved coverage and a perfect 100% 
coverage. We initially assessed the value of the 
unrecognized words for information retrieval by 
determining whether they were content bearing. To this 
end we compared the unrecognized words with the most 
frequent words in the newswires from the Danish 
newswire service Ritzau. We assumed that the words in 
the Ritzau newswires were not content bearing if they 
occurred with a frequency of more than 0.1% of the total 
Ritzau corpus of 500+ million words. By this definition, 
only 2 of the 1198 unrecognized words were not content 
bearing. 

Table 3 shows the categories of unrecognized words. 
Compounds (32%) were the largest category. Words such 
as “arbejdsgiverforeningsformanden” (the president of the 
employers’ association) illustrated how compounds 
increased the number of distinct words the speech 
recognizer needed to be able to distinguish. A further 
indication of the prevalence of compounds among the 
unrecognized words was the larger average length of 
unrecognized (9.6 characters) compared to recognized 
(4.9 characters) words. Many of the compounds appeared 
of clear relevance to information retrieval. 

The second largest category of unrecognized words was 
names (31%). Persons, places, as well as organizations 
were frequently mentioned by name in the broadcasts. 
Names are indispensable in specifying the content of the 
news and thereby also important to information retrieval. 
Titles (3%) were used for introducing persons and as a 
convenient alternative way of referring to a person who 
had previously been mentioned by name. 

Groups of persons (7%) were another and – compared to 
names – more aggregate way of specifying who the news 
was about. Sometimes concrete groups of persons were 
referred to using broad terms such as “lægegruppe” 
(medical group) but mostly the words indicating groups 
of persons were  highly indicative of the news story, such 
as “borgerrettighedsforkæmpere” (civil rights activists) 
and “boligspekulanter” (housing speculators). These 
words would be valuable for information retrieval. 

Numerals (3%) were a small category, and words such as 
“toogtrediveårig” (32-year-old) appear unlikely to matter 
much to information retrieval. The ‘other’ category (23%) 
contained a variety of words, including “juni” (June), 
“opfordrede” (encouraged), and “tradition” (tradition). 
While the failure to recognise many compounds and 
names was probably that they were unknown to the 
speech recognizer, it was less apparent why many of the 
‘other’ words had not been recognized. Finally, a mere 
1% of the unrecognized words were the result of errors in 
the transcription of the broadcasts. 

Category Count Percentage 

Compound 384 32 

Name 367 31 

Group of persons 84 7 

Numeral 41 3 

Title 31 3 

Error 13 1 

Other 278 23 

Table 3. Categorization of the 1198 unrecognized words. 

Nouns (74%) were by far the most common word class 
among the unrecognized words. Verbs (5%) and 
adjectives (5%) were fairly rare, and the word class of the 
remaining words (16%) was unknown or ambiguous. 

The speech recognizer can only recognize words it 
knows, that is, words in its vocabulary. As much as 81% 
of the 1198 unrecognized words were not in the 
vocabulary (including 97% of the compounds but only 
57% of the ‘other’ words). The remaining 19% of the 
unrecognized words could, in principle, have been 
recognized but, in practice, their pronunciation did not 
match the speech model or was distorted by noise. 

DISCUSSION 

With a word error rate of 22% the speech recognizer we 
are using for Danish speech performs similarly to the 10-
20% word error rates typically achieved for broadcast 



 

news in English. The coverage of 84% is better than the 
word error rate immediately suggests it would be because 
many words occur multiple times in a broadcast and, 
thereby, provide multiple opportunities for being 
recognized at least once. It is, however, not satisfactory 
for information retrieval that 16% of the words in the 
broadcasts are not available for retrieval purposes. The 
categorization of the unrecognized words shows that most 
of them are names and compounds, which appear to be of 
value to information retrieval. What can be done about 
this problem? 

When Allen (2003) reported that retrieval effectiveness 
fell less than 10% with a word error rate of 30% he also 
reported that the main means of compensating for the 
recognition errors was automatic expansion of the queries 
and the speech-recognizer output with similar terms. One 
approach to expansion would be to add the alternative 
matches from the speech recognizer to the set of words 
used for characterizing each broadcast. This approach 
increases the coverage, but only by 3 percentage points. 
In addition, the modest increase in coverage is achieved 
at the cost of a dramatic increase in noise. We could set 
an even higher threshold for including the alternative 
matches than a confidence score of 0.98. However, 
upping the threshold would not only reduce the noise but 
also the already modest improvement in coverage. This 
approach to expansion appears unproductive. 

Another approach to expansion would be to enrich the 
speech-recognizer output with words from the Ritzau 
newswires. An established way of identifying such 
expansion words is by co-occurrence (Singhal and 
Pereira, 1999): The words that often occur in the same 
newswires as the words in the speech-recognizer output 
are likely to be about the same topic. It is important to 
this approach that the news broadcasts and the Ritzau 
newswires are both about contemporary news from a 
Danish perspective. Previous work emphasizes the 
importance of drawing the expansion words from a 
topically related corpus (Allen, 2003; Singhal and Pereira, 
1999). The topical relatedness may be the characteristic 
that explains why this approach appears more effective 
than expansion with the alternative matches, which were 
produced without topical information beyond the audio 
features of the speech. In our future work with spoken 
content retrieval from DR’s news broadcasts, we will 
experiment with using the Ritzau newswires for 
expansion. However, effective retrieval across the full 
range of broadcasts in the digital archive will either 
require expansion with words from different text corpora 
depending on the type of broadcast or another approach to 
expansion. 

It is of particular concern that the majority of the 
unrecognized words are nouns because previous studies 
find that nouns (including names) are the most common 
word class in queries (Anick, 1994; Jadhav et al., 2014; 
Jiang et al., 2013). For example, Anick (1994) finds that 
“users tend to simply concatenate sequences of nouns into 
queries, without using function words or verbs to separate 
them”. A third approach to improve coverage would 
simply be to extend the vocabulary of the speech 

recognizer, in particular with more nouns. The Ritzau 
newswires suggest themselves as a rich source of 
additional vocabulary words. 

To the extent that users include verbs or even multi-word 
phrases in their queries, the process of specifying the 
queries in text may lead to wordings that differ from how 
people express themselves orally (see, e.g., Leech et al., 
2001). Such differences and the accompanying risk of 
missing relevant broadcasts are, however, more likely for 
broadcasts containing conversational speech than for 
news broadcasts, which in part are read from a 
manuscript. We speculate that names, in particular, are 
more likely to occur in specific and fact-finding queries 
than in broader and subject-oriented queries. Thus, the 
categories of unrecognized words may harm some kinds 
of information needs more than others. In relation to news 
broadcasts we have no basis for estimating whether fact-
finding queries will be more, or less, frequent than other 
kinds of queries. Rather, an archive of news broadcasts 
appears relevant to a wide variety of information needs. 

The next step in our efforts to make the digital archive of 
DR broadcasts searchable is to run 20,000 hours of news 
broadcasts through the speech recognizer and have 
experimental participants solve information-retrieval 
tasks about the content of these broadcasts. The present, 
exploratory study shows that the speech recognizer 
should be sufficiently accurate for this purpose. However, 
the present study has also clarified that we need to extend 
the vocabulary of the speech recognizer and to expand the 
speech-recognizer output with words from another news 
corpus. Access to the broadcasts by querying their spoken 
content will be valuable to historians, journalists, media 
and communication researchers, and many others. 
Eventually, we hope to be able to investigate the search 
process of users as they pursue their information needs in 
the full 800,000 hours of digitally archived broadcasts: 
What are they looking for? How do they search? Which 
broadcasts are retrieved more often? How can the 
retrieval system be improved? 

CONCLUSIONS 

The word error rate of the speech recognizer was 22% for 
the Danish news broadcasts. This accuracy is comparable 
to the accuracy achieved for news broadcasts in English 
but meant that 16% of the words in the broadcasts were 
not recognized any of the times they were spoken. Most 
of these words appeared valuable to retrieval. Using the 
alternative matches from the speech recognizer to expand 
the set of words describing a broadcast dramatically 
increased the amount of noise. It appears more promising 
to extract expansion words from a topically related 
corpus. The results of this exploratory study feed into a 
long-term effort to make the cultural heritage expressed 
in Danish radio broadcasts since 1925 available to users. 
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